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Preface

About This Manual

This manual tells how to perform day-to-day administration of your
GemStone/S 64 Bit repository.

Installation instructions are included with your GemStone/S 64 Bit Installation
Guide, which should be kept with this manual.

This manual is organized in three parts: initial configuration, day-to-day
administration, and appendixes;

Part 1: System Configuration

= Chapter 1, “Configuring the GemStone Server,” tells how to adapt the
GemsStone central repository server to the needs of your application. Three
sample configuration files are provided as starting points.

= Chapter 2, “Configuring Gem Session Processes,” tells how to configure the
GemStone processes that provide the services to individual application clients.

= Chapter 3, “Connecting Distributed Systems,” explains the additional steps
necessary to run GemsStone in a networked environment. Itincludes examples
of how to set up common configurations.
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Part 2. System Administration

Chapter 4, “Running GemStone,” tells how to start and stop the GemStone
system, how to troubleshoot startup problems, how to deal with unexpected
shutdowns, and how to bulk-load objects.

Chapter 5, “User Accounts and Security,” introduces the tools available for
administration tasks and details how to log in to the repository, and how to
create, modify, and remove GemStone user accounts. It also tells how to
configure GemsStone login security by restricting valid passwords, imposing
password and account age limits, and monitoring intrusion attempts.

Chapter 6, “Managing Repository Space,” gives procedures for managing the
repository itself; checking free space, adding space, and controlling its growth.
It also how to recover from disk-full conditions.

Chapter 7, “Managing Transaction Logs,” gives procedures for setting up the
optional full incremental logging, managing log space, and archiving the log
files.

Chapter 8, “Monitoring GemStone,” explains where the system logs are
located, how to audit the repository, and how to monitor the performance of
the GemStone server and its clients using GemStone Smalltalk methods.

Chapter 9, “Making and Restoring Backups,” gives procedures for making a
GemsStone full backup while the repository is in use, and for using backups
and transaction logs to restore the repository.

Chapter 10, “Managing Growth,” presents the main concepts underlying
garbage collection in GemStone and tells when, how, and why to invoke the
garbage collection mechanisms.

Part 3. Appendixes

Appendix A, “GemStone Configuration Options,” explains how GemStone
uses configuration files and describes each configuration option.

Appendix B, “GemStone Utility Commands,” describes each of the GemStone-
supplied commands defined for use by the GemStone system administrator.

Appendix C, “Network Resource String Syntax,” lists the syntax for network
resource strings, which allow you to specify the host machine for a GemStone
file or process.

Appendix D, “GemStone Kernel Objects,” lists the GemStone-supplied objects
that are present in your repository after the GemsStone system has been
successfully installed.

iv
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< Appendix E, “Environment Variables,” lists all environment variables used by
GemsStone, including those that are reserved.

< Appendix F, “Localization,” explains how to use Locale to handle non-US
decimal points, and Extended Character Sets to allow sort and collation on
Characters beyond the ASCII range.

< Appendix G, “statmonitor and VSD Reference,” describes how to use the
performance-tuning tools statmonitor and VSD.

< Appendix H, “Object State Change Tracking,” describes how to analyze
tranlogs to track the history of object modifications.

Terminology Conventions

This document uses the following terminology:

= Theterm “GemStone” is used to refer both to the product, GemStone/S 64 Bit,
or previous GemStone/S server products; and to the company, GemStone
Systems, Inc.

Typographical Conventions

This document uses the following typographical conventions:

= Operating system and Topaz commands are shown in bold typeface. For
example:

copydbf

= Smalltalk methods, GemStone environment variables, operating system file
names and paths, listings, and prompts are shown in monospace typeface.
For example:

markForCollection

< Interactive dialogue from GemStone is shown in an underlined
monospace typeface. For example:

successful login

= Lines you type are distinguished from system output by boldface type:

topaz> set gemstone myStone

September 2009 GemStone Systems, Inc. \Y



System Administration Guide

< Place holders that are meant to be replaced with real values are shown in italic
typeface. For example:

StoneName.conf

In formal syntax listings, these additional conventions are used:

Literals are shown in bold typeface. For example:

tcp
= Optional arguments and terms are enclosed in square brackets. For example:
[dbfName]

< Braces {} mean 0 or more modifiers. For example:
{modifier}

In this example you may list as many modifiers as you wish, but they are not
required.

= Alternative arguments and terms are separated by a vertical bar (pipe). For
example:

gemStoneName | netLdiName

In this example you must specify one name, but not both.

Technical Support

GemStone provides several sources for product information and support. The
product-specific manuals provide extensive documentation, and should be your
first source of information.

GemsStone Web Site: http://support.gemstone.com

GemStone’s Technical Support website provides a variety of resources to help you
use GemStone products. Use of this site requires an account, but registration is free
of charge. To get an account, just complete the Registration Form, found in the

same location. You’ll be able to access the site as soon as you submit the web form.

The following types of information are provided at this web site:

Documentation for GemStone/S 64 Bit is provided in PDF format. This is the same
documentation that is included with your GemStone/S 64 Bit product.

Vi
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Release Notes and Install Guides for your product software are provided in PDF
format in the Documentation section.

Downloads and Patches provide code fixes and enhancements that have been
developed after product release, and past and current versions of GemBuilder for
Smalltalk.

Bugnotes, in the Learning Center section, identify performance issues or error
conditions that you may encounter when using a GemStone product. A bugnote
describes the cause of the condition, and, when possible, provides an alternative
means of accomplishing the task. In addition, bugnotes identify whether or not a
fix is available, either by upgrading to another version of the product, or by
applying a patch. Bugnotes are updated regularly.

TechTips, also in the Learning Center section, provide information and
instructions for topics that usually relate to more effective or efficient use of
GemsStone products.

Community Links provide customer forums for discussion of GemStone product
issues.

Technical information on the GemStone Web site is reviewed and updated
regularly. We recommend that you check this site on a regular basis to obtain the
latest technical information for GemStone products.

Help Requests

You may need to contact Technical Support directly for the following reasons:
= Your technical question is not answered in the documentation.

= You receive an error message that directs you to contact GemStone Technical
Support.

= You want to report a bug.
< You want to submit a feature request.

Questions concerning product availability, pricing, keyfiles, or future features
should be directed to your GemStone account manager.

When contacting GemStone Technical Support, please be prepared to provide the
following information:

= Your name, company name, and GemStone/S license number

= The GemStone product and version you are using
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< The hardware platform and operating system you are using
= A description of the problem or request
« Exact error message(s) received, if any

Your GemStone support agreement may identify specific individuals who are
responsible for submitting all support requests to GemStone. If so, please submit
your information through those individuals. All responses will be sent to
authorized contacts only.

For non-emergency requests, the support website is the preferred way to contact
Technical Support. Only designated support contacts may submit help requests
viathe support website. If you are a designated support contact for your company,
or the designated contacts have changed, please contact us to update the
appropriate user accounts.

Website: http:/itechsupport.gemstone.com
Email: support@gemstone.com
Telephone: (800) 243-4772 or (503) 533-3503

Requests for technical assistance may be submitted online, or by email or by
telephone. We recommend you use telephone contact only for more serious
requests that require immediate evaluation, such as a production system that is
non-operational. In these cases, please also submit your request via the web or
email, including pertinent details such error messages and relevant log files.

If you are reporting an emergency by telephone, select the option to transfer your
call to the technical support administrator, who will take down your customer
information and immediately contact an engineer.

Non-emergency requests received by telephone will be placed in the normal
support queue for evaluation and response.

24x7 Emergency Technical Support

GemsStone offers, at an additional charge, 24x7 emergency technical support. This
support entitles customers to contact us 24 hours a day, 7 days a week, 365 days a
year, if they encounter problems that cause their production application to go
down, or that have the potential to bring their production application down. For
more details, contact your GemStone account manager.

viii
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Training and Consulting

Consulting and training for all GemStone products is available through
GemStone’s Professional Services organization.

= Customized consulting services can help you make the best use of GemStone
products in your business environment.

Contact your GemStone account representative for more details or to obtain
consulting services.
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Chapter

1 Configuring the
Gemstone Server

Figure 1.1 shows the basic GemStone/S 64 Bit architecture as seen by its
administrator. The object server can be thought of as having two active parts. The
server processes consist of the Stone repository monitor and a set of subordinate
processes. These processes provide resources to individual Gem session processes,
which are servers to application clients.

This chapter tells you how to configure the GemStone server processes, repository,
transaction logs, and shared page cache to meet the needs of a specific application.
For information about configuring session processes for clients, refer to Chapter 2.

The elements shown in Figure 1.1 can be distributed across multiple nodes to meet
your application’s needs. For information about establishing distributed servers,
refer to Chapter 3.
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Figure 1.1 The GemStone Object Server
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Configuring the GemStone Server Configuration Overview

1.1 Configuration Overview

Figure 1.1 shows the key parts that define the server configuration:

The Stone repository monitor process acts as a resource coordinator. It
synchronizes critical repository activities and ensures repository consistency.

The shared page cache monitor creates and maintains a shared page cache for the
GemStone server. The monitor balances page allocation among processes,
ensuring that a few users or large objects do not monopolize the cache. The
size of the shared page cache is configurable and should be scaled to match the
size of the repository and the number of concurrent sessions.

The AIO page servers perform asynchronous 1/0 for the Stone repository
monitor. Their primary tasks are to update the extents periodically and to pre-
allocate (grow) the extents at startup when that feature is enabled. The default
configuration uses one AlO page server, but additional ones can be specified
for systems having several extents.

The Admin GecGem is a Gem server process that is dedicated to performing the
administrative garbage collection tasks under supervision of the Stone. Each
repository can have up to one Admin GecGem process running.

The Reclaim GeGems perform page reclaim operations on both shadow objects
and dead objects. On a running GemStone system, there may be between 0 and
n Reclaim GcGems present, where n is the number of extents in the repository.

The Symbol Gem is a Gem server background process that is responsible for
creating all new Symbols, based on session requests that are managed by the
Stone.

The Page Manager is a background process that assists the Stone with page
disposal in coordination with the remote page caches.

The Free Frame Page Servers are Gem server processes that are dedicated to the
task of adding free frames to the free frame list, from which a Gem can take as
needed. The default configuration uses one free frame page server, but you can
configure as many as 30 free frame page server processes.

Objects are stored on the disk in one or more extents, which can be files in the
file system, data in raw partitions, or a mixture. The location of each extent is
configurable.

Transaction logs permit recovery of committed data if a system crash occurs.
They also reduce disk activity by eliminating the need to flush to the extents
all data pages written by each transaction. The optional full logging mode allows

September 2009
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transaction logs to be used with GemStone backups for full recovery of
committed transactions in the event of media failure.

The transaction logs should reside on a different disk drive (spindle) from the
extents, and neither should be on a drive that contains the operating system
swap space (sometimes called page space).

The Server Configuration File

At start-up time, GemStone reads a system-wide configuration file. By default this
file is $GEMSTONE/data/system.conf, where GEMSTONE is an environment
variable that points to the directory in which the GemStone software is installed.

Appendix A, “GemStone Configuration Options,” tells how to specify an alternate
configuration file and how to use supplementary files to adjust the system-wide
configuration for a specific GemStone executable. The appendix also describes
each of the configuration options.

Here is a brief summary of important facts about the configuration file:

Lines that begin with # are comments. Settings supplied as comments are the
same as the default values. You can easily change the configuration by altering
the option value and moving the # symbol to the line previously in force.

Options that begin with “GEM_" are read only by Gem session processes at the
time they start. Chapter 2, “Configuring Gem Session Processes,” describes
their use.

Options that begin with “SHR_" are read both by the Stone repository monitor
and by the first Gem session process to start on a node remote from the Stone.
These options configure the local shared page cache.

Most other options (those not beginning with “GEM_" or “SHR_"") are read by
the Stone repository monitor. If another GemStone process needs that
information, it is exchanged through a TCP/IP connection with the Stone.

If an option is defined more than once, only the last definition is used. Certain
run-time configuration changes, such as the addition of an extent, cause the
repository monitor to append new configuration statements to the file. Be sure
to check the end of a configuration file for possible entries that override earlier
ones.
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Sample Configurations

This section describes three sample configurations that you can use as a starting
point. Although the configurations differ in a number of ways, the primary
difference is in the size of application they accommodate.

All three sample configurations are derived from the initial configuration file that
is installed, $GEMSTONE/data/system. conf. The initial configuration provides
a convenient way to begin evaluation or development with a minimum of system
resources.

NOTE
The sample configuration files contain only the modifications that define
a particular sample configuration.These modifications override the
default settings. For a complete list of options, see
$GEMSTONE/data/system.conf.

Small Handles 1/0 more efficiently than the initial configuration by using
separate drives (spindles) for the extents and transaction logs. A
larger page cache supports more users. Full transaction logging
provides real-time incremental backup.

Edit the sample configuration file
$GEMSTONE/examples/admin/smal I . conT to specify the
filename of your extent and the directory names for transaction logs.

Medium Uses raw disk partitions for possibly increased throughput. It
accommodates more users and a larger repository.

Edit the sample configuration file
$GEMSTONE/examples/admin/medium.conf to show the raw
partition name and size for your extent, and the partition names and
sizes for transaction logs.

Large Uses multiple extents to accommodate a repository of 100 GB.

Edit the sample configuration file
$GEMSTONE/examples/admin/large . conT to show the raw
partition names and sizes for your extents, and the partition names
and sizes for transaction logs. Each extent should be on a separate
spindle.
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To choose a sample configuration, select a column in Table 1.1 by matching the
characteristics of your application to those shown. The table shows the
corresponding changes to be made to the default configuration file,
$GEMSTONE/data/system.conf. (Sample changes have already been made to
the three configuration files in $GEMSTONE/examples/admin.)

NOTE
The contents of the sample configuration files may vary from the
information in Table 1.1.

Table 1.1 also gives recommended configurations for repository extents and
transaction logs. Some of these, such as the use of raw disk partitions, depend on
the size of the application.

NOTE
Large systems will almost certainly require additional tuning. Very
large systems will probably need to be distributed across several powerful
servers. If you lack the necessary expertise, consider consulting
GemStone Professional Services.

If you want more information about any of these settings, see the detailed
instructions for establishing your own configuration beginning on page 11.

Very Large Configurations

On UNIX machines, there is an upper limit to the number of processes that you can
run before performance becomes unacceptable. For very large configurations, we
recommend a separate Gem server machine with a remote shared page cache set
up specifically to run Gem sessions, with a high bandwidth connection between
the repository server and the Gem server.
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Table 1.1 Settings for Selected Configurations

.. Server Configuration
Characteristic or

Configuration Option Small Medium Large

Application Characteristics

Maximum number of user sessions 12 250 1500
Repository size 100 MB 10 GB 100 GB

System Requirements

Typical number of CPUs 1-2 2-4 8+
RAM 512 MB 8000 MB 128000 MB
Kernel shared memory 26 MB 1600 MB 64500 MB
Number of disk drives 3 13 35

Configuration Settings

STN_MAX_SESSIONS 40 280 1658
SHR_PAGE_CACHE_SIZE_KB 75000 1500000 64000000
STN_PRIVATE_PAGE_CACHE_KB (default) 16384 32768
STN_CHECKPOINT_INTERVAL 300 600 900
STN_CR_BACKLOG_THRESHOLD (default) 500 3000
STN_SIGNAL_ABORT_CR_BACKLOG 20 400 2800
STN_FREE_SPACE_THRESHOLD 10 100 100
STN_NUM_LOCAL_AIO_SERVERS 1 4 10
SHR_NUM_FREE_FRAME_SERVERS 1 2 5
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Table 1.1 Settings for Selected Configurations (Continued)

Characteristic or

Server Configuration

Configuration Option Small Medium Large
Approximate Memory Usage
Stone repository monitor (MB) 20 40 100
Each Gem session process? (MB) 20 20 25
Extents
DBF_EXTENT_NAMES (1 file) (8 files) (25 files)
DBF_EXTENT SIZES (Unlimited) | (1995 each)® | (3995 each)®
DBF_PRE_GROW False True True
DBF_ALLOCATION_MODE (Not used) 10,10,10,... 10,10,10,...
Transaction Logs
STN_TRAN_FULL_LOGGING True True True
STN_TRAN_LOG_DIRECTORIES (2 directories) (5 raw (10 raw

partitions) partitions)

STN_TRAN_LOG_SIZES 50,50 499° each 1995 each
Stone Response to Gem Fatal Errors
STN_HALT_ON_FATAL_ERROR False® False® False®
Garbage Collection
STN_NUM_GC_RECLAIM_SESSIONS 1 2 5
STN_ADMIN_GC_SESSION_ENABLED True True True

@ Depends on the value of GEM_TEMPOBJ_CACHE_SIZE (default=10 MB).
b For best performance, set DBF_EXTENT_NAMES and STN_TRAN_LOG_SIZES to slightly
less than the actual size of the partition. The values given for extents are based on 2 GB partitions
in the Medium configuration and 4 GB partitions in the Large configuration.
¢ For development and testing, a setting of True is recommended.

For deployed systems, a setting of False is recommended.
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Recommendations About Disk Usage

You can enhance server performance by distributing the repository files on
multiple disk drives. Under certain circumstances and for certain operating
systems, placing the data in raw disk partitions rather than in a file system can
enhance performance.

Why Use Multiple Drives?

Efficient access to GemStone repository files requires that the server node have at
least three disk drives (that is, three separate spindles or physical volumes) to
reduce 1/0 contention. For instance:

One spindle for swap space and UNIX (GemStone executables can also reside
here).

One spindle for the repository extent, perhaps with a lightly accessed file
system sharing the drive.

One spindle for transaction logs (with least two raw partitions or directories)
and possibly user file systems if they are only lightly used for non-GemStone
purposes.

When developing your own configuration, bear in mind the following guidelines:

1.

Keep extents and transaction logs separate from operating system swap space.
Don’t place either extents or logs on any spindle that contains a swap partition;
doing so drastically reduces performance.

Place the transaction logs on a spindle that does not contain extents. Placing
logs on a different spindle from extents increases the transaction rate for
updates while reducing the impact of updates on query performance. It’s OK
to place multiple logs on the same spindle because only one log file is active at
a time.

September 2009
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NOTE
Under operating systems that use volume managers, you need to be
aware of how logical volume groups are assigned to disk drives (physical
volumes). You should try to assign each of the above (swap, extents, and
transaction logs) to a different disk drive.

3. To benefit from multiple extents on multiple spindles, you must use weighted
allocation mode. If you use sequential allocation, multiple extents provide no
benefit. For details about weighted allocation, see “Allocating Data to Multiple
Extents” on page 23.

4. In addition, if you decide to use more than one AlO page server, you’ll need
to keep extents on several different spindles. You’ll derive no advantage from
multiple page servers unless they can write different pages to different extents
simultaneously, instead of contending for the same disk drive head.

When to Use Raw Partitions

Each raw partition (sometimes called a raw device or raw logical device) is like a
single large sequential file, with one extent or one transaction log per partition. The
use of raw disk partitions can yield better performance, depending on how they
are used and the balancing of system resources:

< Placing transaction logs on raw disk partitions almost certainly yields better
performance.

= Placing extents on raw disk partitions can yield better performance to the
degree that doing so reduces swapping. However, if sufficient RAM is
available for file system buffers and the shared page cache, better performance
may be obtained by placing the extents in the file system.

The use of raw partitions for transaction logs is essential for achieving the highest
transaction rates in an update-intensive application because such applications pri-
marily are writing sequentially to the active transaction log. Using raw partitions
can as much as double the maximum achievable rate by avoiding the extra file sys-
tem operations necessary to ensure that each log entry is recorded on the disk.

Because each partition holds a single log or extent, if you place transaction logs in
raw partitions, you must provide at least two such partitions so that GemStone can
preserve one log when switching to the next. If your application has a high trans-
action volume, you are likely to find that increasing the number log partitions
makes the task of archiving the logs easier.

For information about using raw partitions, see “How to Set Up a Raw Partition”
on page 34.
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Developing a Failover Strategy

In choosing a failover strategy, consider the following needs:

Applications that cannot tolerate the loss of committed transactions should
mirror the transaction logs (using OS-level tools) and use full transaction
logging. A mirrored transaction log on another device allows GemStone to
recover from a read failure when it starts up after an unexpected shutdown.
The optional full logging mode allows transactions to be rolled forward from
a GemStone full backup to recover from the loss of an extent.

Applications that require rapid recovery from the loss of an extent (that is,
without the delay of restoring from a backup) should replicate all extents on
other devices, preferably through hardware means, in addition to mirroring
transaction logs. Restoring a large repository (many GB) from a backup may
take hours.

Hardware replication may provide the best solution if the following points are
kept in mind while designing the system:

Extents benefit from efficiency of both random access (16 KB repository pages)
and sequential access. Don’t optimize one by compromising the other.
Sequential access is important for such operations as garbage collection and
making or restoring backups. Use of RAID devices (redundant array of
inexpensive drives) or striped file systems that cannot efficiently support both
random and sequential access may reduce overall performance. Simple disk
mirroring may be give better results.

Transaction logs use sequential access exclusively, so the devices can be
optimized for that access.

Avoid volume managers that combine space on multiple physical drives. For
GemsStone, such configurations may result in less efficient access to the
repository. The use of raw devices is preferred for transaction logs.

1.2 How to Establish Your Configuration

Configuring the GemStone object server involves the following steps:

1.

Gather application specifics about the size of the repository and the number of
sessions that will be logged in simultaneously.

Plan the operating system resources that will be needed: memory and swap
(page) space.

September 2009
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3. Set the size of the GemStone shared page cache and the number of sessions to
be supported.

4. Configure the repository extents.
5. Configure the transaction logs.

6. Set GemStone file permissions to allow necessary access while providing
adequate security.

Gathering Application Information

When you begin configuring GemsStone, be sure to have the following information
at hand:

= The number of simultaneous sessions that will be logged in to the repository
(in some applications, each user can have more than one session logged in).

= The approximate size of your repository. It’s also helpful, but not essential, to
know the approximate number of objects in the repository.

This information is central to the sizing decisions that you must make.

Planning Operating System Resources

GemStone needs adequate memory and swap space to run efficiently. It also needs
adequate kernel resources—for instance, kernel parameters can limit the size of the
shared page cache or the number of sessions that can connect to it.

Estimating Memory Needs

The amount of memory required to run your GemsStone server depends mostly on
the size of the repository and the number of users who will be logged in to active
GemStone sessions at one time. These needs are in addition to the memory re-
quired for UNIX and other software.

= The Stone and related processes need between 45 and 325 MB for the
configurations shown in Table 1.1 (on page 7). That amount of memory is only
for the server processes.

= The shared page cache should be increased in proportion to the overall size of
your repository. Typically it should be approximately 10% of the repository
size to provide adequate performance. In Table 1.1, the size ranges from 10 MB
to 10 GB.

On a node that is dedicated to running GemStone, we recommend in general
that you allocate approximately one-third to one-half of your total system

12 GemStone Systems, Inc. September 2009



Configuring the GemStone Server How to Establish Your Configuration

RAM to the shared page cache. If it is not a dedicated node, you may need to
reduce the size to avoid excessive swapping.

= Each Gem session process needs at least 30 MB of memory on the node where
itruns. (See the discussion of memory needs for session processes on page 54.)
Each Gem process that runs on a remote (client) node also needs about 0.25 MB
on the server node for a GemStone page server process that accesses the
repository extents.

Estimating Swap Space Needs

To provide reasonable flexibility, the total swap space on your system (sometimes
called page space) in general should be at least twice the system RAM. For exam-
ple, a system with 256 MB of RAM should have at least 512 MB of swap space. The
command to find out how much swap space is available (swap, swapinfo, pstat,
or Isvg) depends on your operating system. Your GemStone/S 64 Bit Installation
Guide contains an example for your platform.

Swap space should not be on a disk drive that contains any of the GemStone repos-
itory extent files. In particular, do not use operating system utilities like swap or
swapon to place part of the swap space on a disk that also contains the GemStone
extents or transaction logs.

If you want to determine the additional swap space needed just for GemStone, use
the memory requirements derived in the preceding section, including space for the
number of sessions you expect. These figures will approximate GemStone’s needs
beyond the swap requirement for UNIX and other software such as the X Window
System.

Estimating File Descriptor Needs

When they start, most GemStone processes attempt to raise their file descriptor
limit from the default (soft) limit to the hard limit set by the operating system. In
the case of the Stone repository monitor, the processes that raise the limit this way
are the Stone itself and two of its child processes, the AlO page server and the
Admin GcGem. The Stone uses file descriptors this way:

9 for stdin, stdout, stderr, and internal communication

2 for each user session that logs in

1 for each local extent or transaction log within a file system
2 for each extent or transaction log that is a raw partition

1 for each extent or transaction log that is on a remote node
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You can cause the above processes to set a limit less than the system hard limit by
setting the GEMSTONE_MAX_FD environment variable to a positive integer. A
value of 0 disables attempts to change the default limit.

The shared page cache monitor always attempts to raise its file descriptor limit to
equal its maximum number of clients plus five for stdin, stdout, stderr, and
internal communication. The maximum number of clients is set by the
SHR_PAGE_CACHE_NUM_PROCS configuration option (page 388).

Reviewing Kernel Tunable Parameters

UNIX kernel parameters limit the interprocess communication resources that
GemsStone can obtain. It’s helpful to know what the existing limits are so that you
can either stay within them or plan to raise the kernel limits. There are four
parameters of primary interest:

< The maximum size of a shared memory segment (typically shmmax or a
similar name) limits the size of the shared page cache for each repository
monitor.

For information about platform-specific limitations on the size of the shared
page cache, refer to Chapter 1 of your GemStone/S 64 Bit Installation Guide.

< The maximum number of semaphores per semaphore id limits the number of
sessions that can connect to the shared page cache, because each session uses
one semaphore. (Typically this parameter is semms1 or a similar name,
although it is not tunable under all operating systems.)

< The maximum number of users allowed on the system (typically maxusers
or a similar name) can limit the number of logins and sometimes also is used
as avariable in the allocation of other kernel resources by formula. In the latter
case, you may need to set it somewhat larger than the actual number of users.

« The hard limit set for the number of file descriptors can limit the total number
of logins and repository extents, as described previously.

How you determine the existing limits depends on your operating system. If the
information is not readily available, proceed anyway. A later step shows how to
verify that the shared memory and semaphore limits are adequate for the
GemsStone configuration you chose.

Checking the System Clock

The system clock should be set to the correct time. When GemStone opens the
repository at startup, it compares the current system time with the recorded
checkpoint times as part of a consistency check. A system time earlier than the time
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at which the last checkpoint was written may be taken as an indication of
corrupted data and prevent GemsStone from starting. The time comparisons use
GMT. It is not necessary to adjust GemStone for changes to and from daylight
savings time in the United States.

To Set the Page Cache Options and the Number of Sessions

Configure the shared page cache and the Stone’s private page cache according to
the size of the repository and the number of sessions that will connect to it
simultaneously. Then use a GemStone utility to verify that the UNIX kernel will
support this configuration.

Shared Page Cache

The GemStone shared page cache system consists of two components, the shared
page cache itself and a monitor process (shrpcmonitor). Figure 1.2 shows the
connections between these two and the main GemStone components when
GemsStone runs on a single node. There is no direct connection between the shared
page cache and the repository.

The shared page cache resides in a segment of the operating system’s virtual
memory that is available to any authorized process. When the Stone repository
monitor or a Gem session process needs to access an object in the repository, it first
checks to see whether the page containing that object is already in the cache. If the
page is already present, the process reads the object directly from shared memory.
If the page is not present, the process reads the page from the disk into the cache,
where all of its objects also become available to other processes.

The name of the shared page cache monitor ordinarily is derived from the name of
the Stone repository monitor and the hostid in “dot” format; for instance,
gs64stone@®192.83.233.25. Some utilities, such as gslist, translate the
address to the node’s name before displaying it.

Each shared page cache is associated with exactly one Stone process and
repository, and a Stone may never have more than one shared page cache on the
same node. The Stone spawns the shared page cache automatically during startup.
If other Gem session processes on the same node need to access that repository,
they must connect to the same shared page cache and monitor process to ensure
cache coherency. Use of the shared page cache reduces disk 1/0 and improves
performance.
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Figure 1.2 Shared Page Cache Configuration
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Estimating the Size of the Shared Page Cache

The goal in sizing the shared page cache is to make it large enough to hold the
application’s working set of objects, thereby reducing disk 1/0, while not inducing
excessive swapping at the operating system level. Three factors are important in
estimating the size (the minimum cache size in all cases should be 20 MB):

1. The number of objects in the repository.

For best performance, the entire object table should be in shared memory. At
a minimum, we recommend that you allow room for one-third to one-half of
the object table in the cache. Each object uses five bytes in the table.

2. The size of the repository. At a minimum, we recommend that you keep at
least 25% of the repository in the cache. Although this factor is application-
dependent, increasing the amount in the cache will improve performance.
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3. The number of users and the size of their transactions. Again, this factor is
specific to your application, depending (among other things) on how
frequently users will be committing their transactions.

The cache size thus estimated is only a starting point for system configuration. It
uses a percentage of the repository to estimate the size of the working set of objects,
which can vary drastically depending on the application’s design. In addition, the
degree to which your application clusters objects that are likely to be accessed
together can have a significant impact on space used in the cache.

Once your application is running, you can tune the cache size by monitoring the
free space. See “To Monitor Page Reads and Writes by a Session” on page 225,
especially the statistic NumberOfFreeFrames.

NOTE
For information about platform-specific limitations on the size of the
shared page cache, see Chapter 1 of your GemStone/S 64 Bit Installation
Guide.

Stone’s Private Page Cache

As the Stone repository monitor allocates resources to each session, it stores the
information in its private page cache. The size of this cache is set by the
STN_PRIVATE_PAGE_CACHE_KB configuration option (page 402). The default size
of 2 MB is sufficient in almost all circumstances. If you think you might need to
adjust this setting, please contact GemStone Technical Support.

Procedure

To configure the shared page cache, follow these steps:

Step 1. Set the SHR_PAGE_CACHE_SIZE_KB configuration option (page 389),
using Table 1.1 (on page 7) or your own estimate derived above (remember to
convert to KB). For instance, for the Medium configuration’s 1.5 GB cache:

SHR_PAGE_CACHE_SIZE_KB = 1500000;

Step 2. If the number of sessions will be greater than 40, increase the
STN_MAX_SESSIONS configuration option (page 400) accordingly.

Make sure the SHR_PAGE_CACHE_NUM_PROCS option (page 388) is set to its
default (-1), which causes GemStone to calculate a value based on
STN_MAX_SESSIONS.
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For instance:

STN_MAX_SESSIONS = 50;
SHR_PAGE_CACHE_NUM_PROCS = -1;

Step 3. Use GemStone’s shmem utility to verify that your UNIX kernel supports

Diagnostics

the chosen cache size and number of processes. The command line is

$GEMSTONE/ install/shmem existingFile cacheSizeKB numProcs
where

= S$GEMSTONE is the directory where the GemStone software is installed.

= existingFile is the name of any writable file, which is used to obtain an id
(the file is not altered).

< cacheSizeKB is the SHR_PAGE_CACHE_SIZE KB setting.

= numProcs is either the SHR_PAGE_CACHE_NUM_PROCS setting or (if that
option is set to —1) the greater of 15 or (number of extents + 3).

For instance, for the values used in Steps 1 and 2:

% touch /tmp/shmem
% $GEMSTONE/install/shmem /tmp/shmem 1500000 55
% rm /tmp/shmem

If shmem is successful in obtaining a shared memory segment of sufficient
size, no message is printed. Otherwise, diagnostic output will help you
identify the kernel parameter that needs tuning. The total shared memory
requested includes cache overhead of about 20 bytes per KB of cache space
plus about 20 KB per session in SHR_PAGE_CACHE_NUM_PROCS. The actual
shared memory segment in this example would be 104865792 bytes (your
system might produce slightly different results).

The shared page cache monitor creates or appends to a log file,
gemStoneNamePidpcmon . 1og, in the same directory as the log for the Stone
repository monitor. The Pid portion of the name is the monitor’s process id. In case
of difficulty, check for this log (the cache monitor removes the log if the cache shuts
down normally).

The operating system kernel must be configured appropriately on each node
running a shared page cache. If startstone or a remote login fails because the
shared cache cannot be attached, check gemStoneName. log and
gemStoneNamePidpcmon . log for detailed information.
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The following configuration settings are checked at startup:

« The kernel shared memory resources must be enabled and sufficient to
provide the page space specified by SHR_PAGE_CACHE_SIZE_KB plus the
cache overhead.

The kernel semaphore resources must also be sufficient to provide an array of
size SHR_PAGE_CACHE_NUM_PROCS + 1 semaphores.

Use the shmem utility to test the settings (see Step 3 on page 18). If multiple
Stones are being run concurrently on the same node, each Stone requires a
separate set of semaphores and separate semaphore id.

= Sufficient file descriptors must be available at startup to provide one
descriptor for each of the SHR_PAGE_CACHE_NUM_PROCS processes plus an
overhead of five. Compare your SHR_PAGE_CACHE_NUM_PROCS
configuration setting to the operating system file descriptor limit per process.

On operating systems that permit it, the shared page cache monitor attempts
to raise the descriptor soft limit to the number required. In some cases, raising
the limit may require superuser action to raise the hard limit or to reconfigure
the kernel.

To Configure the Repository Extents

Configuring the repository extents involves these primary considerations:
= Providing sufficient disk space
= Minimizing 1/0 contention

= Providing fault tolerance

Estimating Extent Size

When you estimate the size of the repository, allow 10 to 20% for fragmentation.
Also allow 0.5 MB of free space for each session that will be logged in simulta-
neously—if necessary, the extent will be expanded to provide this much head-
room.
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Example 1.1 Extent Size Including Working Space

Size of repository =1 GB
Free-Space Allowance

.5 MB * 20 sessions = 10 MB
Fragmentation Allowance

1 GB * 15% = 150 MB
Total with Working Space = 1.16 GB

If the free space in extents falls below a level set by the
STN_FREE_SPACE_THRESHOLD configuration option, the Stone takes a number of
steps to avoid shutting down. For information, see “How to Recover from Disk-
Full Conditions” on page 190. (The default setting for
STN_FREE_SPACE_THRESHOLD is 1 MB; see page 395.)

For planning purposes, you should allow additional disk space for making Gem-
Stone backups (if you do not use tape) and for duplicating the repository when up-
grading to a new release. A GemStone backup typically occupies 75% to 90% of the
total size of the extents, depending on how much space is free in the repository at
the time.

Choosing the Extent Location

You should consider the following factors when deciding where to place the
extents:

< Keep extents on a spindle different from operating system swap space.
< Where possible, keep the extents and transaction logs on separate spindles.

Specify the location of each extent in the configuration file. The following example
uses two raw disk partitions (your partition names will be different):

DBF_EXTENT_NAMES = /dev/rdsk/clt3d0s5, /dev/rdsk/c2t2d0s6;

Setting a Maximum Size for an Extent

You can specify a maximum size in MB for each extent through the
DBF_EXTENT_SIZES configuration option (page 378). When the extent reaches that
size, GemStone stops allocating space in it. If no size is specified, which is the
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default, GemStone continues to allocate space for the extent until the file system or
raw partition is full, or until 32 terabytes (32,000 GB) have been allocated.

NOTE
For best performance using raw partitions, the maximum size should be
slightly smaller than the size of the partition, so that GemStone can avoid
having to handle system errors. For example, for a 2 GB partition, set the
size to 1995 MB.

Each size entry is for the corresponding entry in DBF_EXTENT_NAMES

(page 378). Use a comma to mark the position of an extent for which you do not
want to specify a limit. For example, the following settings are for two extents of
500 MB each in raw partitions.

DBF_EXTENT_NAMES /dev/rdsk/cl1t3d0s5, /dev/rdsk/c2t2d0s6;
DBF_EXTENT_SIZES = 498, 498;

The maximum size of an extent is limited by the operating system and platform,
but under no circumstances can be larger than 16 GB. For specific information
about system dependencies, see the comment in the configuration file for the pa-
rameter DBF_EXTENT_SIZES.

Pregrowing Extents to a Fixed Size

Allocating disk space requires a system call that introduces run time overhead.
Each time an extent is expanded (Figure 1.3), your application must incur this
overhead and then initialize the added extent pages.

Figure 1.3 Growing an Extent on Demand

allocated used

Time
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You can increase 1/0 efficiency while reducing file system fragmentation by in-
structing GemStone to allocate an extent to a predetermined size (called pregrow-
ing it) at startup. When DBF_PRE_GROW is set to True, the Stone repository moni-
tor obtains the necessary space when it creates a new extent or starts with an extent
that is smaller than the specified size.

Pregrowing extents avoids repeated system calls to allocate and initialize addition-
al space incrementally. This technique can be used with any number of extents,
and with either raw disk partitions or extents in a file system. It is especially useful
in performance benchmarking. Pregrowing extents also provides a simple way to
reserve space on a disk for a GemsStone extent.

Figure 1.4 Pregrowing an Extent

allocated used

Time -

The disadvantages of pregrowing extents are that it takes longer to start GemStone
the next time or to add an extent dynamically, and unused disk space allocated to
pregrown extents is unavailable for other purposes.

Two configuration options work together to pregrow extents:

= DBF_PRE_GROW (page 379) enables the operation. When DBF_PRE_GROW is
set to True, the Stone repository monitor obtains the necessary space when it
creates a new extent or starts with an extent that is smaller than the specified
size.

= DBF_EXTENT_SIZES (page 378) sets the size limit individually for each extent.
For optimal performance, the size should be slightly smaller than the actual
size of the disk partition.
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To pregrow extents, set both of these configuration options (and remove the
comment symbol from DBF_PRE_GROW line). For example:

DBF_EXTENT_SIZES = 498, 498;
DBF_PRE_GROW = TRUE;

Allocating Data to Multiple Extents

If your application is query-intensive, you should consider dividing the repository
into multiple extents and placing each extent on a separate spindle so that accesses
can overlap. When GemStone schedules disk writes, it assumes that you have done
so0. Because several extents can be active at once, putting them on the same spindle
limits the maximum update rate and causes updating transactions to have unex-
pected impact on the response time for queries.

The DBF_ALLOCATION_MODE configuration option (page 378) determines wheth-
er GemStone allocates new disk pages to multiple extents by filling each extent se-
qguentially or by balancing the extents using a set of weights you specify. If you
have placed each extent on a separate disk drive as recommended, the weighted
allocation yields better performance because it distributes disk accesses.

Sequential Allocation

By default, the Stone repository monitor allocates disk resources sequentially by
filling one extent to capacity before opening the next extent. (See Figure 1.5 on
page 24.) For example, if a logical repository consists of three extents named A, B,
and C, then all of the disk resources in A will be allocated before any disk resources
from B are used, and so forth. Sequential allocation is used when the
DBF_ALLOCATION_MODE configuration option is set to SEQUENTIAL.

Weighted Allocation

For weighted allocation, you use DBF_ALLOCATION_MODE to specify the number
of extent pages to be allocated from each extent on each allocation request. The
allocations are positive integers in the range 1..40 (inclusive), with each element
corresponding to an extent of DBF_EXTENT_NAMES. For example:

DBF_EXTENT_NAMES = a.dbf, b.dbf, c.dbf;
DBF_ALLOCATION_MODE = 12, 20, 8;

You can think of the total weight of a repository as the sum of the weights of its
extents. When the Stone allocates space from the repository, each extent
contributes an allocation proportional to its weight.

NOTE
We suggest that you avoid using very small values for weights, such as
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“1,1,1”. It’s more efficient to allocate a group of pages at once, such as
“10,10,107, than to allocate single pages repeatedly.

One reason for specifying weighted allocation is to share the 1/0 load among a
repository’s extents. For example, you can create three extents with equal weights,
as shown in Figure 1.6 (on page 25).

Figure 1.5 Sequential Allocation
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Figure 1.6 Equally Weighted Allocation

DBF_ALLOCATION_MODE = 10,10,10;

c.dbf c.dbf
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Time -

Although equal weights are most common, you can adjust the relative extent
weights for other reasons, such as to favor a faster disk drive. For example,
suppose we have defined three extents: A, B, and C. If we defined their weights to
be 12, 20, and 8 respectively, then for every 40 disk units (pages) allocated,

12 would come from A, 20 from B, and 8 from C. Another way of stating this
formula is that because B’s weight is 50% of the total repository weight, 50% of all
newly-allocated pages are taken from extent B. Figure 1.7 shows the result.
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Figure 1.7 Proportionally Weighted Allocation

DBF_ALLOCATION_MODE = 12,20,8;
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You can modify the relative extent weights by editing your GemStone
configuration file and modifying the values listed for DBF_ALLOCATION_MODE.
You can also change DBF_ALLOCATION_MODE to SEQUENTIAL without harming
the system. The new values you specify take effect the next time you start the
GemStone system.

Effect of Clustering on Allocation Mode

Explicit clustering of objects using instances of ClusterBucket that explicitly
specify an extentld takes precedence over DBF_ALLOCATION_MODE. For
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information about clustering objects, refer to the GemStone/S 64 Bit Programming
Guide.

Weighted Allocation for Extents Created at Run Time

Smalltalk methods for creating extents at run time (Repository>>
createExtent: and Repository>>createExtent:withMaxSize:) do not
provide a way to specify a weight for the newly-created extent. If your repository
uses weighted allocation, the Stone repository monitor assigns the new extent a
weight that is the simple average of the repository’s existing extents. For instance,
if the repository is composed of three extents with weights 6, 10, and 20, the default
weight of a newly-created fourth extent would be 12 (36 divided by 3).

To Configure the Transaction Logs

Configuring the transaction logs involves considerations similar to those for
extents:

Choosing a logging mode
Providing sufficient disk space
Minimizing 1/0 contention

Providing fault tolerance, through the choice of logging mode

Choosing a Logging Mode

GemStone provides two modes of transaction logging:

Full logging provides real-time incremental backup of the repository.
Deployed applications should use this mode. All transactions are logged
regardless of their size, and the resulting logs can used in restoring the
repository from a GemStone backup.

Partial logging is the default mode, and is intended for use during evaluation
or early stages of application development. Partial logging is also
recommended during bulk loading of the repository. Partial logging allows a
simple operation to run unattended for an extended period and permits
automatic recovery from system crashes that do not corrupt the repository.
Logs created in this mode cannot be used in restoring the repository from a
backup.
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To enable full transaction logging, change the configuration setting to True and
restart the Stone repository monitor:

STN_TRAN_FULL_LOGGING = TRUE;

CAUTION
The only backups to which you can apply transaction logs are those made
while the repository is in full logging mode. If you change to full logging,
be sure to make a GemStone backup as soon as circumstances permit.

Changing the logging mode from full to partial logging requires special steps. See
“To Change to Partial Logging” on page 204.

For general information about the logging mode and the administrative differenc-
es, see “Logging Modes” on page 195.

Estimating the Log Size

How much disk space does your application need for transaction logs? The answer
depends on several factors:

< The logging mode that you choose
« Characteristics of your transactions
< How often you archive and remove the logs

If you have configured GemsStone for full transaction logging (that is,
STN_TRAN_FULL_LOGGING is set to True), you must allow sufficient space to log
all transactions until you next archive the logs.

CAUTION
If the Stone exhausts the log space, users will be unable to commit
transactions until space is made available.

You can estimate the space required from your transaction rate and the number of
bytes modified in a typical transaction. Example 1.2 provides an estimate for an
application that expects to generate 4500 transactions a day.

At any point, the method Repository>>oldestLogFileldForRecovery
identifies the oldest log file needed for recovery from the most recent checkpoint,
if the Stone were to crash. Log files older than the most recent checkpoint (the de-
fault maximum interval is 5 minutes) are needed only if it becomes necessary to
restore the repository from a backup. Although the older logs can be retrieved
from archives, you may want to keep them online until the next GemsStone full
backup, if you have sufficient disk space.
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Example 1.2 Space for Transaction Logs Under Full Logging

Average transaction rate 5 per minute

Duration of transaction processing 15 hours per day

Average transaction size =5 KB
Archiving interval = Daily
Transactions between archives

5 per minute * 60 minutes * 15 hours = 4500
Log space (minimum)

4500 transactions * 5 KB = 22 MB

If GemStone is configured for partial logging (the default), you need only provide
enough space to maintain transaction logs since the last repository checkpoint. Or-
dinarily, two log files are sufficient: the current log and the immediately previous
log. (In partial logging mode, transaction logs are used only after an unexpected
shutdown to recover transactions since the last checkpoint.) If you use the default
configuration, you should provide space for at least two logs of 2 MB each.

Choosing the Log Location and Size Limit

The considerations in choosing a location for transaction logs are similar to those
for extents:

« Keep transaction logs on a different spindle than operating system swap
space.

< Where possible, keep the extents and transaction logs on separate
spindles—doing so reduces 1/0 contention while increasing fault tolerance.

= Because update-intensive applications primarily are writing to the transaction
log, storing raw data in a disk partition (rather than in a file system) can yield
somewhat better performance.

WARNING
Because the transaction logs are needed to recover from a system crash,
do NOT place them in directories such as /tmp that are automatically
cleared during power-up.
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GemsStone requires at least two log locations (directories or raw partitions) so it can
switch to another when the current one is filled. When you set the log locations in
the configuration file, you should also check their size limit.

Although the default size of 10 MB is adequate in some situations, update-
intensive applications should consider a larger size (at least 25 to 50 MB) to limit
the frequency with which logs are switched. Each switch causes a checkpoint to
occur, which can impact performance.

NOTE
For best performance using raw partitions, the size setting should be
slightly smaller than the size of the partition so GemStone can avoid
having to handle system errors. For example, for a 2 GB partition, set it
to 1998 MB.

The following example sets up a log in a 2 GB raw partition and a directory of
50 MB logs in the file system. This setup is a workable compromise when the
number of raw partitions is limited. The file system logs give the administrator
time to archive the primary log when it is full.

STN_TRAN_LOG_DIRECTORIES = /dev/rdsk/c4d0s2,
/user3/tranlogs;
STN_TRAN_LOG_SIZES = 1998, 50;

All of the transaction logs must reside on Stone’s node.

To Configure Server Response to Gem Fatal Errors

The Stone repository monitor is configurable in its response to a fatal error
detected by a Gem session process. By default, the Stone halts and dumps a core
image if it receives notification from a Gem that the Gem process died with a fatal
error that would cause the Gem to dump core. By stopping both the Gem and the
Stone at this point, the possibility of repository corruption is minimized. During
application development, it may be helpful to know exactly what the Stone was
doing when the Gem went down.

For deployed production systems, we recommend that you change the default in
the Stone’s configuration file so that the Stone will attempt to keep running:

STN_HALT_ON_FATAL_ERROR = FALSE;

To Set File Permissions for the Server

The primary consideration in setting file permissions for the Server is to protect the
repository extents. All reads and writes should be done through GemStone
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repository executables: the Stone and its child processes (the shared page cache
monitor, AlO page server, Admin and Reclaim GcGems, Symbol Gem, Page
Manager, and Free Frame Page Server) and the Gem session processes. Chapter 3
describes the use of additional page servers to read and write extents in networked
systems.

Recommended: Use the Setuid Bit

The tightest repository security is obtained by having the extents and the
repository executables owned by a single UNIX account, using the UNIX setuid bit
(S bit) on the executable files, and making the extents writable only by that account.
The S bit causes a process to belong to the owner you specify for the file.

Table 1.2 shows the recommended file settings, where gsadmin and gsgroup can be
any ordinary UNIX account and group (do NOT use the root account for this
purpose). The person who starts the repository monitor (Stone) must be logged in
as gsadmin or have execute permission. The Stone and shared page cache will
belong to the owner you specify for the files.

Table 1.2 Recommended Resource and Process Permissions for the Server

Resource or | Protection File File Process Comments

Process? Mode Owner Group Runs As

repository | -rw------—- gsadmin | gsgroup Users read and write

extents repository through Gem-

shared -rw-rw---- | gsadmin | gsgroup Stone processes. The Stpne

memory sets up the page cache in
shared memory.

stoned -r-sr-xr-x | gsadmin | gsgroup | gsadmin | AlO page server and GC

Gem are spawned by
. . stoned and can access
gem -r-sr-xr-x | gsadmin | gsgroup | gsadmin repository as the gsadmin

account.

pgsvrmain | -r-sr-xr-x | gsadmin | gsgroup | gsadmin

aOwnership and permissions for the netldid executable depend on the authentication mode chosen
and are discussed in Chapter 3.
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If you are logged in as root when you run the GemsStone installation program, it
offers to set file protections in the manner described in Table 1.2. To set them
manually, do the following as root:

cd $GEMSTONE/sys

chmod u+s gem pgsvr pgsvrmain stoned
chown gsadmin gem pgsvr pgsvrmain stoned
cd $GEMSTONE/data

chmod 600 extentO.dbf

chown gsadmin extentO.dbf

H o HHH

The protection mode for the shared memory segment is fixed in GemStone.

You must take similar steps to provide access for repository clients, which are
presented in Chapter 2. See “To Set Ownership and Permissions for Session
Processes” on page 56.
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Alternative: Use Group Write Permission

For sites that prefer not to use the setuid bit, the alternative is to make the extents
writable by a particular UNIX group and have all users belong to that group. That
group must be the primary group of the person who starts the Stone (that is, the
one listed in Zetc/passwd). Do the following, where gsgroup is a group of your
choice:

% cd $GEMSTONE/data
% chmod 660 extentO.dbf
% chgrp gsgroup extentO.dbf

Sites that run the linked version of GemBuilder may also prefer to use this
protection so that fileouts and other 1/0 operations that do not read or write the
repository will be done using the individual user’s id instead of the single gsadmin
account.

Access to Other Server Files

GemStone creates log files and other special files in several locations, which are
described below. In a multi-user environment, the protection of these resources
must be such that the appropriate file can be created or updated in response to
actions by several users.

/opt/gemstone All users should have read/write/execute access to the
directories /opt/gemstone/log and
/opt/gemstone/locks on each node. (On some systems,
these directories may be located in /usr/gemstone.)

By default, NetLDlIs (Network Long Distance Information
processes) create log files in the 1og directory.

GemStone processes that have a name for each instance
(currently the Stone, shared page cache monitor, and NetLDI)
create lock files in the locks directory.

system.conf The user who owns the Stone process must have write
permission for the Stone configuration file, which by default
is $GEMSTONE/data/system.conf. If certain
configuration changes are made while the Stone is running,
the Stone updates that file. For instance, the Stone must record
run-time changes such as those made by
Repository>>createExtent: so that it can restart later
in the correct configuration.
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1.3 How to Set Up a Raw Partition

WARNING
Using raw partitions requires extreme care. Overwriting the wrong
partition destroys existing information, which in certain cases can make
data on the entire disk inaccessible.

The instructions in this section are incomplete intentionally. You will need to work
with your system administrator to locate a partition of suitable size for your extent
or transaction log. Consult the system documentation for guidance as necessary.

You can mix file system-based files and raw partitions in the same repository, and
you can add a raw partition to existing extents or transaction log locations. The
partition reference in /dev must be readable and writable by anyone using the
repository, so you should give the entry in /dev the same protection as you
would use for the corresponding type of file in the file system.

The first step is to find a partition (raw device) that is available for use. Depending
on your operating system, a raw partition may have a name like
/dev/rdsk/c1t3d0s5, /dev/rsd2e, or /dev/vg03/rlIvoll. Most operating
systems have a utility or administrative interface that can assist you in identifying
existing partitions; some examples are prtvtoc, dkinfo, and vgdisplay. A partition
is available if all of the following are true:

= It does not contain the root (/) file system (on some systems, the root volume
group).

= Itis not on a device that contains swap space.

= Either it does not contain a file system or that file system can be left
unmounted and its contents can be overwritten.

= ltis not already being used for raw data.

When you select a partition, make sure that any file system tables, such as
/etc/vfstab,do not call for it to be mounted at system boot. If necessary, un-
mount a file system that is currently mounted and edit the system table. Use
chmod and chown to set read-write permissions and ownership of the special de-
vice file the same way you would protect a repository file in a file system. For ex-
ample, set the permissions to 600, and set the owner to the GemStone administra-
tor.

If the partition will contain the primary extent (the first or only one listed in
DBF_EXTENT_NAMES), initialize it by using the GemStone copydbf utility to copy
an existing repository extent to the device. The extent must not be in use when you
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copy it. If the partition already contains a GemsStone file, first use removedbf to
mark the partition as being empty.

Partitions for transaction logs do not need to be initialized, nor do secondary ex-
tents into which the repository will expand later.

Sample Raw Partition Setup

The following example configures GemStone to use the raw partition
/dev/rsd2d as the repository extent.

Step 1. If the raw partition already contains a GemStone file, mark it as being
empty. (The copydbf utility will not overwrite an existing repository file.)

% removedbf /dev/rsd2d

Step 2. Use copydbf to install a fresh extent on the raw partition. (If you copy an
existing repository, first stop any Stone that is running on it.)

% copydbf $GEMSTONE/bin/extent0.dbf /dev/rsd2d

Step 3. Asroot, change the ownership and the permission of the partition special
device file in /dev to what you ordinarily use for extents in a file system. For
instance:

# chown gsAdmin /dev/rsd2d
# chmod 600 /dev/rsd2d

You should also consider restricting the execute permission for
$GEMSTONE/bin/removedbf and $GEMSTONE/bin/removeextent to
further protect your repository. In particular, these executable files should not
have the setuid (S) bit set.

Step 4. Edit the Stone’s configuration file to show where the extent is located:
DBF_EXTENT_NAMES = /dev/rsd2d;

Step 5. Use startstone to start the Stone repository monitor in the usual manner.
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Changing Between Files and Raw Partitions

This section tells you how to change your configuration by moving existing
repository extent files to raw partitions or by moving existing extents in raw
partitions to files in a file system. You can make similar changes for transaction
logs.

Moving an Extent to a Raw Partition

To move an extent from the file system to a raw partition, do this:

Step 1. Define the raw disk partition device. Its size should be at least 1 to 2 MB
larger than the existing extent file.

Step 2. Stop the Stone repository monitor.

Step 3. Editthe repository’s configuration file, substituting the device name of the
partition for the file name in DBF_EXTENT_NAMES (page 378).

Set DBF_EXTENT_SIZES for this extent to be 1 to 2 MB smaller than the size of
the partition.

Step 4. Use copydbf to copy the extent file to the raw partition. (If the partition
previously contained a GemsStone file, first use removedbf to mark it as
unused.)

Step 5. Restart the Stone.

Moving an Extent to the File System

The procedure to move an extent from a raw partition to the file system is similar:

Step 1. Stop the Stone repository monitor.

Step 2. Edit the repository’s configuration file, substituting the file pathname for
the name of the partition in DBF_EXTENT_NAMES.

Step 3. Use copydbf to copy the extent to a file in a file system, then set the file
permissions to the ones you ordinarily use.

Step 4. Restart the Stone.
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Moving Transaction Logging to a Raw Partition

To switch from transaction logging in the file system to logging in a raw patrtition,
do this:

Step 1. Define the raw disk partition. If you plan to copy the current transaction
log to the partition, its size should be at least 1 to 2 MB larger than current log
file.

Step 2. Stop the Stone repository monitor.

Step 3. Editthe repository’s configuration file, substituting the device name of the
partition for the directory name in STN_TRAN_LOG_DIRECTORIES (page 404).
Make sure that STN_TRAN_LOG_SIZES for this location is 1 to 2 MB smaller
than the size of the partition.

Step 4. Use copydbf to copy the current transaction log file to the raw partition.
(If the partition previously contained a GemStone file, first use removedbf to
mark it as unused.)

You can determine the current log from the last message “Creating a new
transaction log” in the Stone’s log. If you don’t copy the current transaction
log, the Stone will open a new one with the next sequential fileld, but it may
be opened in another location specified by STN_TRAN_LOG_DIRECTORIES.

Step 5. Restart the Stone.

Moving Transaction Logging to the File System

The procedure to move transaction logging from a raw partition to the file system
is similar:

Step 1. Stop the Stone repository monitor.

Step 2. Edit the repository’s configuration file, substituting a directory pathname
for the name of the partition in STN_TRAN_LOG_DIRECTORIES.

Step 3. Use copydbf to copy the current transaction log to a file in the specified
directory. The copydbf utility will generate a file name like tranlognnn.dbf,
where nnn is the internal fileld of that log.

Step 4. Restart the Stone.
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1.4 How to Access the Server Configuration at Run

Time

GemStone provides several methods in class System that let you examine, and in
certain cases modify, the configuration parameters at run time from Smalltalk.

To Access Current Settings at Run Time

Class methods in category Configuration File Access let you examine the system-
Stone configuration. The following access methods all provide similar server
information:

stoneConfigurationReport
Returns a SymbolDictionary whose keys are the names of
configuration file parameters, and whose values are the current
settings of those parameters in the repository monitor process.

configurationAt: aName
Returns the value of the specified configuration parameter, giving
preference to the current session process if the parameter applies to a
Gem.

stoneConfigurationAt: aName
Returns the value of the specified configuration parameter from the
Stone process, or returns ni 1 if that parameter is not applicable to a
Stone.

(The corresponding methods for accessing a session configuration are described
on page 59.)

Here is a partial example of the Stone configuration report:

topaz 1> printit

System stoneConfigurationReport asReportString
%

#SHR_SPIN_LOCK COUNT 1200
#StnDisablelLoginFailureTimeLimit 15
#StnDisablelLoginFailureLimit 15
#SHR_PAGE_CACHE_LOCKED false

Keys in mixed capitals and lowercase, such as SpinLockCount, are internal run-
time parameters.
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To Change Settings at Run Time

The class method System class>>configurationAt: aName put: aValuein
category Runtime Configuration Access lets you change the value of the internal
run-time parameters in Table 1.3 if you have the appropriate privileges. The
parameters that can be changed are those for which
ConfigurationParameterDict at: aName returns a negative Smallinteger.
All changeable parameters require that aValue be a Smallinteger.

CAUTION
Do not change configuration parameters unless there is a clear reason for
doing so. Incorrect settings can have serious adverse effects on GemStone
performance. For additional guidance about run-time changes to specific
parameters, see Appendix A, “GemStone Configuration Options.”

Table 1.3 Server Configuration Parameters Changeable at Run Time

Configuration File Option

Internal Parameter

SHR_SPIN_LOCK_COUNT

#SpinLockCount 2

STN_ADMIN_GC_SESSION_ENABLED

#StnAdminGcSessionEnabled P

STN_CHECKPOINT_INTERVAL

#StnCheckpointinterval 2

STN_COMMIT_QUEUE_THRESHOLD

#5tnCommitQueueThreshold 2

STN_CR_BACKLOG_THRESHOLD

#StnCrBacklogThreshold @

STN_DISABLE_LOGIN_FAILURE_LIMIT

#StnDisableLoginFailureLimit ©

STN_DISABLE_LOGIN_FAILURE_TIME_LIMIT

#StnDisableLoginFailureTimeLimit ©

STN_DISKFULL_TERMINATION_INTERVAL

#StnDiskFull TerminationInterval &

STN_EPOCH_GC_ENABLED

#StnEpochGcEnabled b

STN_FREE_SPACE_THRESHOLD

#StnFreeSpaceThreshold

STN_GEM_ABORT_TIMEOUT

#StnGemAbortTimeout 2

STN_GEM_LOSTOT_TIMEOUT

#StnGemLostOtTimeout 2

STN_GEM_TIMEOUT

#StnGemTimeout 2

STN_HALT ON_FATAL_ERR

#StnHaltOnFatalErr @

STN_LOG_LOGIN_FAILURE_LIMIT

#StnLogLoginFailureLimit ©

STN_LOG_LOGIN_FAILURE_TIME_LIMIT

#StnLogLoginFailureTimeLimit ©

STN_LOOP_NO_WORK_THRESHOLD

#StnLoopNoWorkThreshold 2
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Table 1.3 Server Configuration Parameters Changeable at Run Time (Continued)

Configuration File Option

Internal Parameter

STN_MAX_AIO_RATE

#StnMntMaxAioRate 2

STN_MAX_VOTING_SESSIONS

#StnMaxVotingSessions @

STN_NUM_GC_RECLAIM_SESSIONS

#StnNumGcReclaimSessions P

STN_OBJ_LOCK_TIMEOUT

#StnObjLockTimeout

STN_REMOTE_CACHE_TIMEOUT

#StnRemoteCacheTimeout &

STN_PAGE_REMOVAL_THRESHOLD

#StnPageRemovalThreshold

STN_SHR_TARGET_PERCENT_DIRTY

#ShrPcTargetPercentDirty 2

STN_SIGNAL_ABORT_CR_BACKLOG

#StnSignal AbortCrBacklog P

STN_TRAN_LOG_LIMIT

#StnTranLogLimit 2

STN_TRAN_Q_TO_RUN_Q_THRESHOLD

#StnTranQToRunQThreshold 2

(none)

#StnLoginsSuspended @

& Can be changed only by SystemUser.
b Requires GarbageCollection privilege.
¢ Requires OtherPassword privilege.

d Requires SystemControl privilege.

The following example first obtains the value of #GcSessionEnabled. The
parameter is one that can be changed at run time by SystemUser:

topaz 1> printit

ConfigurationParameterDict at: #AdminGcSessionEnabled

%
-9
topaz 1> printit

System configurationAt: #AdminGcSessionEnabled put: O

%
0

For more information about these methods, see the comments in the image.
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1.5 How to Tune Server Performance

There are a number of configuration options by which you can tune the GemStone
server. These options can help make better use of the shared page cache, reduce
swapping, and control disk activity caused by repository checkpoints.

To Tune the Shared Page Cache

Two configuration options can help you tailor the shared page cache to the needs
of your application: SHR_PAGE_CACHE_SIZE_KB and SHR_SPIN_LOCK_COUNT.

You may also want to consider object clustering within Smalltalk as a means of
increasing cache efficiency.

Adjusting the Cache Size

Adjust the SHR_PAGE_CACHE_SIZE_KB configuration option (page 389) according
to the total number of objects in the repository and the number accessed at one
time. For best performance, the entire object table should be in shared memory. At
aminimum, we recommend that the shared page cache should be large enough to
hold one-third to one-half of the object table and all the pages on which currently
used objects reside.

In general, the more of your repository you can hold in your cache, the better your
performance will be. The size of the cache should not exceed one-half of your
physical memory.

You should review the configuration recommendations given earlier (“Estimating
the Size of the Shared Page Cache” on page 16) in light of your application’s design
and usage patterns. Estimates of the number of objects queried or updated are
particularly useful in tuning the cache.

You can use the shared page cache statistics for a running application to monitor
the amount of unused space. See “To Monitor Page Reads and Writes by a Session”
on page 225, especially the statistic FreeFrameCount.

Matching Spin Lock Limit to Number of Processors

The SHR_SPIN_LOCK_COUNT configuration option (page 389) specifies the
number of times a process should attempt to obtain a lock in the shared page cache
using the spin lock mechanism before resorting to setting a semaphore and
sleeping. We recommend you leave SHR_SPIN_LOCK_COUNT set to -1 (the
default), which causes GemsStone to determine whether multiple processors are
installed and set the parameter accordingly.
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Clustering Objects That Are Accessed Together

Appropriate clustering of objects by the application can allow a smaller shared
page cache by reducing the number of data pages in use at once. For general
information about clustering objects, see the GemStone/S 64 Bit Programming Guide.

To Reduce Excessive Swapping

Be careful not to make the shared page cache so large that it forces excessive swap-
ping. If your node is dedicated to running GemStone, our general recommenda-
tion (as given on page 16) is that you use up to one-half of its RAM for the cache.
If it is not a dedicated node, you may need to limit the cache size to something
smaller than one-half of the RAM. When the node’s memory is also used for non-
GemStone processes, your shared page cache may need to be swapped, which
would affect performance adversely.

Excessive swapping also can be caused by the need to awaken (and swap in) sleep-
ing sessions that are outside of a transaction. When the Stone repository monitor

reaches its configured limit, it sends a SignaledAbort message to the sleeping ses-
sion, causing it to be swapped back into memory. Each such session must awaken
long enough to update its view of the repository.

You can reduce this type of swapping activity by increasing the
STN_SIGNAL_ABORT_CR_BACKLOG configuration option (page 403). For example,
you might determine a desired interval between SignaledAbort messages, and
then use your application’s commit rate to calculate the setting of
STN_SIGNAL_ABORT_CR_BACKLOG. You may need to take the following addition-
al steps:

= Increase the STN_PRIVATE_PAGE_CACHE_KB configuration option to
(STN_SIGNAL_ABORT_CR_BACKLOG + 10)/30 MB.

= Increase the size of the shared page cache. The default backlog of 20 commit
records requires about 1 MB, assuming that a typical small transaction
occupies about 50 KB.

If your configuration uses multiple extents in the file system, you may be able to
reduce swapping by limiting the size of file system buffers. Some operating sys-
tems do not support this restriction.

To Control Checkpoint Frequency

Each checkpoint guarantees that the committed state of the repository has been
written to the extent files. If the checkpoints interfere with other GemStone
activity, you may want to adjust their frequency.
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Adding

< |n full transaction logging mode, most checkpoints are determined by the
STN_CHECKPOINT_INTERVAL configuration option, which by default is five
minutes (see page 391). A few Smalltalk methods, such as
Repository>>ful IBackupTo:, force a checkpoint at the time they are
invoked. A checkpoint also is performed each time the Stone begins a new
transaction log, so you may want to increase the size of these logs to reduce the
frequency of checkpoints.

< |npartial logging mode, checkpoints also are triggered by any transaction that
is larger than STN_TRAN_LOG_LIMIT, which sets the size of the largest entry
that is to be appended to the transaction log (see page 404). The default limit is
100 KB of log space. If checkpoints are too frequent in partial logging mode, it
may help to raise this limit. Conversely, during bulk loading of data with large
transactions, it may be desirable to lower this limit to avoid creating large log
files.

For information about tuning STN_TRAN_LOG_LIMIT in partial logging mode,
see the discussion of the CheckpointCount cache statistic on page 232.

A checkpoint also occurs each time the Stone repository monitor is shut down
gracefully, as by invoking stopstone or System class>>shutDown. This
checkpoint permits the Stone to restart without having to recover from transaction
logs. It also permits extent files to be copied in a consistent state.

Suspending Checkpoints

You can call the method System class>>suspendCheckpointsForMinutes:
to suspend checkpoints for a given number of minutes, or until

System class>>resumeCheckpoints is executed. (To execute these Smalltalk
methods, you must have the required GemStone privilege, as described in
Chapter 5, “User Accounts and Security”.)

Page Servers

GemStone uses page servers for three purposes:
= To write dirty pages to disk.

< To transfer pages from the Stone host to the shared page cache host, if
different.

e Toadd free frames to the free frame list, from which a Gem can take as needed.

Page servers referred to as AlO page servers perform all three functions. By default,
at least one such page server is running at all times, though you can add more as
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needed. In addition, you can add one or more free frame page servers: page servers
dedicated only to the third task in the list above, adding free frames to the free list.

Under certain circumstances, free frame page servers can improve overall system
performance. For example, if Gems are performing many operations requiring
writing pages to disk, the AlO page server may have to spend all its time writing
pages, never getting a chance to add free frames to the free list. Alternatively, if
Gems are performing operations that require only reading, the AlO page server
will see no dirty frames in the cache—the signal that prompts it to take action. In
that case, it may sleep for a second, even though free frames are present in the
cache and need to be added to the free list.

To Add AIO Page Servers

By default the Stone spawns a single page server process on its local node to
perform asynchronous 1/0 (AlO) between the shared page cache and the extents.
This page server ordinarily is the process that updates extents on the local node
during a checkpoint. (In some cases, the Stone may use additional page servers
temporarily during startup to pregrow multiple extents.)

If your configuration has multiple extents on separate disk spindles, and you are
trying to achieve the maximum possible commit rate, consider increasing the
number of AlO page servers in use during ordinary operation. You can do this by
changing the STN_NUM_LOCAL_AIO_SERVERS configuration option (page 401).

Additional page servers are unlikely to benefit you unless the host computer has
at least two CPUs, and the disk drive hardware supports concurrent writes to
multiple extents. For multiple page servers to be effective, they must be able to
execute at the same time and write to disk at the same time.

Do You Need Free Frame Page Servers?

A Gem can get free frames either from the free list (the quick way), or, if sufficient
free frames are not listed, by scanning the shared page cache for a free frame
instead. (What constitutes sufficient free frames is determined by the configuration
parameter GEM_FREE_FRAME_LIMIT; for details, see page 380.

If a Gem has to spend a large proportion of its time scanning the shared page cache,
its performance may be unacceptable. Under these circumstances, extra free frame
page servers can sometimes help. On a single-CPU system, one extra free frame
page server might be all that’s required; for systems with multiple CPUs, you may
wish to start one at a time, checking statistics, until the problem is resolved.

By default, when you start the Stone, it tries to spawn one free frame page server
process on its local node. Free frame page servers require a running NetLDI
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process, however; if the NetLDI process is not already running on the node, the
attempt fails and the Stone writes a message to its log file.

Certain cache statistics can help you determine whether additional free frame page
servers will improve system performance. (For details about these and other
statistics, see “Cache Statistics” on page 229.)

< |f Gems have to scan the shared page cache for free frames, the cache statistic
FramesFromFindFree will be greater than zero. If this is the case—especially if
it significantly greater—consider starting one or more free frame page servers.

< |f the FreeFrameCount is consistently lower than the FreeFrameLimit, a free
frame page server might help (though other factors also enter into play).

If FramesAddedToFreeList rises significantly after starting a free frame page
server, the new page server has indeed benefited you; likewise, if
FramesFromFindFree is reduced to zero, or near zero.

To Add Free Frame Page Servers

You can change the number of free frame page server processes that will be started
when the shared page cache is created by setting a configuration parameter,
SHR_NUM_FREE_FRAME_SERVERS.

Default: 1
Minimum: 1
Maximum: (SHR_PAGE_CACHE_NUM_PROCS - 5)

As mentioned previously, the NetLDI process must already be running in order
for the free frame page servers to be started properly.

Process Free Frame Caches

There is a communication overhead involved in getting free frames from the free
frame list for scanning. To optimize this, you can configure the Gems and their
remote page servers to add or remove multiple free frames from a free frame cache
to the free frame list in a single operation.

When using the free frame cache, the Gem or remote page server process removes
enough frames from the free list to refill the cache in a single operation. When
adding frames to the free list, the process does not add them until the cache is full.

You can control the size of the Gem and remote page server free frame caches by
setting the configuration parameters GEM_FREE_FRAME_CACHE_SIZE and
GEM_PGSVR_FREE_FRAME_CACHE_SIZE, respectively.
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For each of these, a value of 0 disables the free frame cache (the Gem or remote
page server process acquires frames one at a time). A value of -1 means use the
default value: 0 (for shared page caches less than 100 MB) or 10 (for shared page
caches of 100 MB or greater).

Default: -1
Minimum: -1
Maximum: 63

1.6 How to Run a Second Repository

You can run more than one repository on a single node—for example, separate
production and development repositories. There are several points to keep in
mind:

Each repository requires its own Stone repository monitor process, extent files,
transaction logs, and configuration file. (Each Stone will also start its own
shared page cache monitor and a set of other processes, as described on

page 3.)
You must give each Stone a unique name at startup. That name is used to

identify the server and to maintain separate log files. Users will connect to the
repository by specifying the Stone’s name.

A single NetLDI serves all Stones and Gem session processes on a given node.

Multiple Stones can share a single installation directory, provided that you
create separate repository extents, transaction logs, and configuration files. If
performance is a concern, the first step should be to isolate each Stone’s data
directory and the system swap space on separate drives. Then, review the
discussion “Recommendations About Disk Usage” on page 9.

The following example shows the steps necessary to create a separate repository
for application development (identified here by the prefix dev). This repository
will run in parallel with the initial repository that you installed by following the
instructions in the GemStone/S 64 Bit Installation Guide.
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In this example, we use the $GEMSTONE installation tree to avoid having to
duplicate files that can be shared. To reduce 1/0 contention, we create a separate
data directory on another disk.

Step 1. Copy a fresh repository extent and configuration file to the new data
directory. Make the files writable by the development group.

% mkdir /user2/devdata

% cd /user2/devdata

% cp $GEMSTONE/bin/extentO.dbf .

% cp $GEMSTONE/bin/initial.config system.conf
% chmod ug+w extentO.dbf system.conf

Step 2. Edit the new configuration file so that it specifies the proper extent file
Change the transaction log directories to the new data directory.

DBF_EXTENT_NAMES = /user2/devdata/extentO.dbf;
STN_TRAN_LOG_DIRECTORIES = /user2/devdata,
/user2/devdata;

Step 3. Set the environment variable GEMSTONE_SYS_CONF so it points to the
new configuration file. GemStone will use the new configuration file in place
of the default, which is $6EMSTONE/data/system. conf. For example:

$ GEMSTONE_SYS_CONF=/user2/devdata/system.conf
$ export GEMSTONE_SYS_ CONF

Step 4. Start the Stone for the development repository, giving it the name
devserver24. GemStone will create log files with that server name as the prefix.

$ startstone devserver24

Step 5. Start linked Topaz, then set the GemStone name to devserver24 and log in
as DataCurator:

% topaz -1

topaz> set gemstone devserver24
topaz> set username DataCurator
topaz> login

GemStone Password?

successful login

topaz 1>

At this point, you are logged in much as during the initial installation and you can
begin installing user accounts for developers. However, the repository is the one
in devdata. Any changes that you commit to this repository will not affect
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$GEMSTONE/data/extent0.dbf, and existing applications can use the latter
repository independently.

1.7 How to Operate a Duplicate Server

Some customers may want to keep a duplicate of a production GemStone server

running almost in parallel as a “warm” backup. The duplicate continually runs in
restore mode, restoring each transaction log from the production server after the
log is closed. This section tells how to set up the duplicate server and restore the

logs.

For general information about restoring backups and transaction logs, see “How
to Restore from a Smalltalk Full Backup” on page 290. This discussion assumes
you are familiar with that procedure.

An important point to remember is that the transaction logs copied from the
production server, called the archive logs here, must be kept separate from the
transaction logs created by the duplicate server. You can do that by using different
log directories or different file name prefixes.

Step 1. Install the duplicate server. For fault tolerance, it’s best to do a complete
GemsStone installation on a second node.

Step 2. While the production Stone is shut down, make an operating system copy
of the production extents to the appropriate locations on the duplicate server.

Step 3. Start the duplicate server using the -R option, which causes the Stone to
enter restore mode. For instance, startstone —R.

Step 4. Decide on a naming convention or location that you will use on the
duplicate server to keep the archive logs separate from those being created by
the duplicate server itself. For instance, if both Stones use the default prefix of
tranlog, you might copy tranlog123.dbf on the production server to
$GEMSTONE/datas/prodtranlogl23.dbf on the duplicate server.

Step 5. On the duplicate server, tell the Stone where to find the archive logs by
sending the following message:

Repository>>setArchivelLogDirectories:arrayOfDirectorySpecs
tranlogPrefix:tranlogPrefixString

The arguments specify the directories (or raw partitions) to which the
production logs will be copied and the log prefix. Unless they will be changed
during the copy operation, these parameters typically correspond to the
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following configuration parameters for the production Stone:
STN_TRAN_LOG_DIRECTORIES and STN_TRAN_LOG_PREFIX. For
details, see the method comments in the image.

The settings continue in effect until the Stone is shut down.
The following example uses the names from Step 4:

topaz 1> printit

SystemRepository setArchivelLogDirectories:
#( "$GEMSTONE/data” )

tranlogPrefix: “prodtranlog-

%

Step 6. On the production server, periodically send
Repository>>startNewlLog to force a new transaction log. Copy the
previous log to the duplicate server, being careful to use the destination
directory or file name prefix selected in Step 4.

Alternatively, you can use Repository>>currentLogFile to monitor the
current transaction log in use on the production server. When the log file
changes, copy the recently completed transaction log to the duplicate server.

Step 7. As each log copy arrives on the node where the duplicate runs, restore it
using Repository>>restoreFromArchivelLogs. Each time this method is
invoked, it restores any new logs that it finds using the information provided
by Repository>>setArchivelLogDirectories:tranlogPrefix:
(Step 5).

Step 8. Repeat Steps 6 and 7 as necessary.

Step 9. If itbecomes necessary to activate the duplicate in place of the production
server, first restore any remaining transaction logs from the production server.
Then, on the duplicate server, send the message
Repository>>commitRestore toterminate the restore process and enable
logins.
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Chapter

) Configuring Gem
Session Processes

This chapter tells how to configure the GemStone/S 64 Bit session processes for
your application. For additional information about running session processes on a
node remote from the Stone repository monitor, refer also to Chapter 3.

2.1 Overview

As shown in Figure 2.1, a GemStone session involves the following components in
a client-server relationship:

= The user application

= A session manager process (Gem), which acts as a server for a particular
application

= The Stone repository monitor
= The shared page cache monitor and cache
= The Stone’s AIO page server

= The repository itself
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Figure 2.1 GemStone Session Elements
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The Gem session process provides the bulk of the repository capabilities as seen by
the application. From the viewpoint of the application, the Gem is the object server:

= Itlogs in tothe repository through the Stone repository monitor, and it obtains
object locks, free object identifiers, and free pages from the repository monitor.

= It presents the application with a consistent view of the repository during a
transaction and tracks which objects the application accesses.

= [t executes Smalltalk methods within the repository.

= Itreads the repository as the application accesses objects, and (with the help of
the AIO page server) it updates the repository when the application
successfully commits a transaction.

Linked and RPC Applications

The Gem session process can be run as a separate process (as in Figure 2.1) or
integrated with the application into a single process, in which case the application
is called a linked application.

When the Gem runs as a separate process, it responds to Remote Procedure Calls
(RPCs) from the application, in which case the application is called an RPC
application. Applications that use a separate Gem process start that process
automatically (from the user’s viewpoint) while logging in to the repository.
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GemsStone provides both linked and RPC tools for repository administration.
GemStone also provides both types of libraries for application developers. RPC
applications start the Gem session process as part of connecting a user to the
repository.

NOTE
Whether an application is linked or RPC depends on which GemStone
library was loaded at run time. Either type of application can be used on
asingle node or across a network. Only one session can be linked, but the
application can have multiple RPC sessions. C programmers should use
an RPC version during development and debugging to protect Gem data
structures from possible corruption.

The Session Configuration File

At start-up time, each Gem session process looks for a configuration file, which by
default is the same system-wide configuration file sought by the repository
monitor when it starts. However, there are three important differences:

= The session configuration file is optional. If one is not found, the session
process uses system defaults.

= Allsession processes read those configuration options that begin with “GEM_"
and the few that are used by both Stones and Gems (such as DUMP_OPTIONS
and LOG_WARNINGS). Other settings that the Gem needs are obtained from
the repository monitor by network protocol and are the same for all sessions
logged in to that Stone.

= The first session process on a node remote from the Stone and extents uses the
shared page cache configuration options (SHR_), which determine the
configuration of the cache on that node.

Sometimes it’s useful for certain sessions to use a variant configuration.
Appendix A, “GemStone Configuration Options,” tells how to specify an alternate
configuration file and how to use supplementary files to adjust the system-wide
configuration for a specific session process. Appendix A describes each of the
configuration options.
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2.2 How to Configure Gem Session Processes

To configuring a Gem session process, you perform the following steps:

1. Gather application specifics about the number of sessions that will be logged
in to the repository simultaneously from this node.

2. Plan the operating system resources that will be needed: memory and swap
(paging) space.
3. Set the Gem configuration options.

If this node is remote from the repository monitor, enable a local GemStone
shared page cache. Gem session processes running on a server node always
use the Stone’s shared page cache.

4. Set GemStone file permissions to allow session processes access while
providing adequate security.

Gathering Application Information

System resources needed for session processes primarily depend on the number of
sessions that will be logged in to a particular repository from this node. Remember
that in some applications each user can have more than one session logged in.

Planning Operating System Resources

GemStone session processes need adequate memory and swap space to run
efficiently. In addition, kernel parameters can limit the number of sessions that can
connect to the shared page cache.

Estimating Memory Needs
Two factors determine the memory needs for session processes:

= Thesize of the shared page cache on a node remote from the Stone and extents
will depend on the configuration of the Gem that starts the cache. (There is
only one cache on each node for a particular repository; session processes
running on the server node attach to the Stone repository monitor’s cache.)

< The amount of memory required by a Gem session is dependent on how it is
configured, as determined by the system requirements. To avoid out-of-
memory conditions, Gems must be configured with an adequate temporary
object cache.
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Assuming the default of 10 MB for the Gem’s temporary object cache, the first
Gem session process on a node ordinarily requires about 30 MB of memory, of
which 5 MB is for code that can be shared by other session processes. Each
additional session process requires about 25 MB. The requirement is the same
for Gems linked with an application. If you tune the cache size for Gems
(page 61), add any increase to the amount given here.

In addition to the memory needs for session processes, you must also allocate
memory for object server processes. For details, see “Planning Operating
System Resources” on page 12.

For Gem session processes running on machines that are remote from the object
server, there are additional memory needs on the server. For information about
this, see “Estimating Memory Needs” on page 12.

Estimating Swap Space Needs

Swap (paging) space on machines remote from the Stones should follow the same
general guidelines given for servers on page 13. In determining the additional
swap space needed for GemStone session processes, use the memory requirements
derived in the preceding section (“Estimating Memory Needs”), including space
for the number of sessions you expect. The resulting figures will approximate the
client’s needs, and are in addition to the swap requirement for the object server
and non-GemStone processes.

Estimating File Descriptor Needs

When a Gem session process starts, it attempts to raise the file descriptor limit from
the default (soft) limit to the hard limit set by the operating system. GemBuilder
applications (both linked and RPC) and page servers do the same. Gem session
processes use file descriptors this way:

7 for stdin, stdout, stderr, and internal communication

2 for a connection between the Gem and an RPC application
1 for each local extent within a file system

2 for each local extent that is a raw partition

1 for each extent on a remote node

GemBuilder applications that start a large number of RPC Gems need a
correspondingly large number of file descriptors.

You can override the default behavior of raising the file descriptor limit to the hard
limit by setting the GEMSTONE_MAX_FD environment variable to a positive
integer. A lower limit may be desirable in some cases to reduce the amount of
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virtual memory used by the process. A value of 0 disables attempts to raise the
default limit.

The value of GEMSTONE_MAX_FD in the environment of a NetLDI (Network
Long Distance Information) server is passed to its child processes.

Reviewing Kernel Tunable Parameters

The kernel parameter of primary relevance to GemsStone session processes is the
maximum number of semaphores per semaphore id (typically semms|1 or asimilar
name, although it is not tunable under all operating systems). This parameter
limits the number of sessions than can connect to the shared page cache, because
each session uses one semaphore.

How you determine the existing limits depends on your operating system. If the
information is not readily available, proceed anyway. A later step shows how to
verify that the limits are adequate for the GemStone configuration you set up.

Set the Gem Configuration Options

Initially, you should focus on configuration options for the shared page cache.
Changes to other Gem configuration options are discussed later in this chapter,
beginning on page 61.

The Stone repository monitor always creates a shared page cache monitor and
cache on its node, based on parameters in the Stone’s configuration file.

On other nodes, when the first Gem session process logs in, the Stone starts a
shared page cache monitor and cache on that node. Parameters in the Gem’s
configuration file determine the size of the cache and the number of processes that
can attach to it (SHR_PAGE_CACHE_SIZE_KB and
SHR_PAGE_CACHE_NUM_PROCS, respectively). All subsequent sessions that log
in from that remote node will be directed to use the same cache.

You can use the GemStone shmem utility (described on page 18) to determine
whether the kernel configuration on a node remote from the Stone is adequate to
support the cache. Use arguments from the configuration file that will be read by
Gems running on that node.

To Set Ownership and Permissions for Session Processes

The primary consideration in setting file ownership permissions for client access
is to make sure the Gem session process can read and write both the extents and
the shared page cache. You must also take into account the following factors:
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= |sthe Gem session process linked with the application or RPC?

« Does the Gem session process runs on the server or on a node remote from the
Stone?

< Does the server uses setuid bit and protection mode 600 for the extents (as
recommended on page 31), or does it use the alternative of group write
permission?

Extents

The extents may be protected as read-write only by their owner (protection 600) if
you use the setuid (S) bit for repository executables as recommended on page 31.
Otherwise, the extents must be writable by a group to which the GemStone users
belong (protection 660).

Shared Page Cache

The shared memory and semaphore resources used by GemsStone are created and
owned by the user account under which the Stone repository monitor is running
and have the same group membership. Access is read-write for the owner and
group (the equivalent of file protection 660). You can inspect the cache ownership
and permissions by using the ipcs command. (These permissions are not
configurable by users.)

For a session to log in using a shared page cache, the UNIX user account of the
linked application or Gem session process must either be the same as that of the
Stone (such as the gsadmin account) or be one that belongs to the same group as the
Stone. The same requirement applies to page server processes, which are discussed
in Chapter 3, “Connecting Distributed Systems.”

If the setuid bit is set on repository executables as recommended in Table 1.2 on
page 31, the Stone process and shared page cache will belong to the owner you
specify for those files (such as gsadmin).

To Set Access for Linked Applications

For linked applications on the server, we recommend you try using the setuid bit on
the application’s executable file. Have the file owned by gsadmin as it is defined on
page 31. This works well for topaz -I. The instal lgs script offers to set the file
ownership and permissions for you. To do it manually, do this while logged in as
root:

# cd $GEMSTONE/bin
# chmod u+s topaz
# chown gsadmin topaz
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You may prefer not to use the setuid bit with linked applications that do not
distinguish between real and effective user IDs. GemStone’s Topaz executable
performs repository reads and writes as the effective user (the account that owns
the executable’s file), but performs other reads and writes as the real user (the one
who invoked it). Linked applications that do not make this distinction, such as a
third-party Smalltalk used with GemBuilder, are likely to perform all 170 as the
effective user, or gsadmin. If this result is unsatisfactory, remove the S bit on that
executable and add group write permission to the extents.

To Set Access for All Other Applications

All applications except linked applications on the server always use a GemStone
NetLDI service to start a separate Gem session process or, in some cases, a page
server. For these sessions, we recommend that the Gem session process and page
server always be owned by (run as) the gsadmin account.That arrangement ensures
that the Gem will be able to read and write both the extents and the shared page
cache. The ownership and protection of the application executables themselves is
not a factor.

To Set Access to Other Files

GemsStone creates log files and other special files for session processes in several
locations, which are described below. In a multi-user environment, the protection
of these resources must be such that the appropriate file can be created or updated
in response to actions by several users.

$HOME GemStone ordinarily creates log files for spawned processes
(such as RPC Gem session processes and page servers) in the
home directory of the user or the NetLDI captive account. In
situations where the home directory cannot be writable, the
environment variable GEMSTONE_NRS_ALL can be used to
specify an alternative location; see “To Set a Default NRS” on
page 79.

/opt/gemstone All users should have read/write/execute access to the
directories Zopt/gemstone/log and
/opt/gemstone/locks on each host. (On some systems,
these directories may be located in /Zusr/gemstone.)

By default, NetLDIs (Network Long Distance Information
processes) create log files in the 1og directory.

GemsStone processes that have a name for each instance
(currently the Stone repository monitor, shared page cache
monitor, and NetLDI) create lock files in the locks directory.
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2.3 How to Access the Configuration at Run Time

GemsStone provides several methods in class System that let you examine, and in
certain cases modify, the session configuration parameters at run time.

To Access Current Settings at Run Time

Class methods in category Configuration File Access let you examine the
configuration of your current Gem session process. There are three access methods
for session processes:

gemConfigurationReport
Returns a SymbolDictionary whose keys are the names of
configuration file parameters, and whose values are the current
settings of those parameters in the current session’s Gem process.

gemConfigurationAt: aName
Returns the value of the specified configuration parameter from the
current session, or returns ni I if that parameter is not applicable to a
session process.

configurationAt: aName
Returns the value of the specified configuration parameter, giving
preference to the current session process if the parameter applies to a
Gem.

To Change Settings at Run Time

The class method System class >>configurationAt: aName put: aValuein
category Runtime Configuration Access lets you change the value of the internal
run-time parameters in Table 2.1 if you have the appropriate privileges. The
parameters that can be changed are those for which
configurationParameterDict: aName returns a negative Smallinteger. All
changeable parameters require that aValue be a Smalllnteger.
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CAUTION
Do not change configuration parameters unless there is a clear reason for
doing so. Incorrect settings can have serious adverse effects on GemStone
performance. Appendix A provides additional guidance about run-time
changes to specific parameters.

Table 2.1 Session Configuration Parameters Changeable at Run Time

Configuration File Option Internal Parameter
GEM_FREE_FRAME_LIMIT #GemFreeFrameLimit
GEM_IO_LIMIT #GemIOLimit

GEM_PGSVR_UPDATE_CACHE_ON_READ #GemPgsvrUpdateCacheOnRead

The following example changes the value of the configuration option
#GemFreeFrameLimit:

topaz 1> printit

System configurationAt:#GemFreeFrameLimit put: 4000
%

4000

For more information about the parameters that can be changed at run time, see
Appendix A, “GemStone Configuration Options.”
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2.4 How to Tune Session Performance

There are a number of configuration options by which you can tune your Gem
session processes. These options can help make better use of the Gem’s internal
caches, reduce swapping, and control disk activity limiting the 1/0 rate for certain
sessions.

To Tune the Temporary Object Space

You should increase GEM_TEMPOBJ_CACHE_SIZE (page 385) for applications
that create a large number of temporary objects — for example, applications that
make heavy use of the reduced conflict classes or sessions performing a bulk load.

It is important to provide sufficient temporary object space. If temporary object
memory is exhausted, the Gem can encounter an out-of-memory condition and
terminate. This is particularly likely to be a problem if there are long transactions
that modify a large number of objects.

You will probably need to experiment somewhat before you determine the
optimum size of the temporary object space for the application. The default of
10000 (10 MB) should be adequate for normal user sessions. For sessions that place
a high demand on the temporary object cache, such as upgrade, you may wish to
use 100000 (i.e., 100 MB).

The following Class methods in class System are available to help you keep track
of the load on temporary object memory:

_tempObjSpaceUsed
Returns the approximate number of bytes of temporary object
memory being used to store objects.

_tempObjSpaceMax
Returns the approximate maximum number of bytes of temporary
object memory which is usable for storing objects.

_tempObjSpacePercentUsed
Returns the approximate percentage of temporary object memory that
is being used to store temporary objects. This is equivalent to the
expression:

(System _tempObjSpaceUsed * 100) // System
_tempObjSpaceMax.

It is possible for the result to be slightly greater than 100%; this
indicates that temporary memory is almost completely full.
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Any increase in GEM_TEMPOBJ_CACHE_SIZE translates directly into increased
Mmemory usage per user.

To Tune the Private Page Cache

The configuration option GEM_PRIVATE_PAGE_CACHE_KB sets the size (in
KB) of the Gem’s private page cache. The default value of this option is 1000; in
most cases, this value is acceptable, and you do not need to do any further tuning.

You can use VSD to monitor the value of the statistic LocalCacheOverflowCount
(page 244). It that value is non-zero, you can increase
GEM_PRIVATE_PAGE_CACHE_KB as needed. For details, see page 383.

To Reduce Excessive Swapping of Sleeping Sessions

Excessive swapping can be caused by the need to awaken (and swap in) sleeping
sessions that are outside of a transaction. When the Stone runs out of space in the
shared page cache, it takes this action (by sending a SignaledAbort message) to
store the old commit records on which the sleeping sessions are based. Each such
session must awaken long enough to update its view of the repository.

It may be possible to reduce this type of swapping by changing the server config-
uration. See the discussion and procedure on page 41.

2.5 How to Install a Custom Gem

The GemBuilder for C manual explains how to create a custom Gem session
executable containing your own C functions to be called from Smalltalk. One way
to make this custom Gem available to all users is to perform the following steps as
system administrator:

Step 1. Copy the shell script gemnetobject from $GEMSTONE/sys to your
working directory. This shell script is used to start Gem session processes
under the UNIX shell. You will modify this script to start your custom Gem
executable instead of the standard one.

Step 2. In your copy of gemnetobject, find the section labeled User-
definable symbols. In that section, replace gem in the line

gemname=""gem""
with the name of the new Gem executable. For example:

gemname=""MyGem"
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Step 3. Rename your modified copy of the shell script gemnetobject so that it
has a distinct filename. For example:

% mv gemnetobject MyGemnetObject

Step 4. Copy the new shell script to $GEMSTONE/sys . Make sure that all
GemStone users have read and execute (r-x) permission for the script. For
example:

-r-xr-xr-x 1 root 912 Jul 24 20:22 MyGemnetObject
If necessary, change the permissions:

% chmod 555 MyGemnetObject

Step 5. Add an entry for the new shell script to the services database,
$GEMSTONE/bin/services.dat. A NetLDI checks that file to translate the
name of a service to a command it can execute. For example:

MyGemnetObject $GEMSTONE/sys/MyGemnetObject

Step 6. Copy the new Gem executable to the GemStone system directory. For
example:

% cp MyGem $GEMSTONE/sys

Step 7. Make sure that all GemStone users have read and execute (r-x) permission
for the new Gem executable.

The custom Gem executable is now available for shared use.

September 2009 GemStone Systems, Inc. 63



How to Install a Custom Gem System Administration Guide

64 GemStone Systems, Inc. September 2009



Chapter

3 Connecting
Distributed Systems

This chapter tells how to set up GemStone/S 64 Bit in a distributed environment:

= Overview (page 66) — An introduction to the GemStone processes and
network objects that facilitate distributed GemStone systems.

= How to Arrange Network Security (page 73)— Three ways to provide access to
GemStone processes on other nodes.

= How to Use Network Resource Strings (page 79) — How to specify where
distributed GemStone resources are located.

= How to Set Up a Remote Session (page 82) — Step-by-step examples for setting
up typical distributed client-server configurations. It also contains
troubleshooting tips.
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3.1 Overview

A properly configured network system is nearly transparent to GemStone users,
but it requires additional steps by the system administrator. Users must be given
access to all the workstations that will run their GemStone processes. Pointers to
network services must be set up, and file and process specifications must include
the node name in addition to the file name and path. Because processes are
running on different nodes, the log files are spread throughout the network, and
troubleshooting may become more complicated.

The nodes in your system can be any combination of GemStone-supported
platforms, as long as they are connected by means of TCP/IP. Each remote
GemStone connection consists of two TCP/IP connections to compensate for out-
of-band problems in TCP/IP. (For remote Gems that are configured with
GEM_PGSVR_UPDATE_CACHE_ON_READ set to true, only one TCP/IP
connection is open.)

Although the Sun Network File System (NFS) can be used to share executables,

libraries, and configuration files, they are not required and are never used to share
repository files. Instead, GemStone extends the capabilities of TCP/IP by adding
special network servers and page servers, which are described later in this section.

Figure 3.1 and Figure 3.2 show two typical distributed configurations in which an
application on a remote node is logged in to a repository and Stone repository
monitor running on a server node.

In Figure 3.1, an application communicates with a Gem session process on the
server node by way of RPC calls. This configuration lets the Gem execute Smalltalk
code in the repository without first bringing complex objects across the network.
The Gem can access the shared page cache that was started by the Stone repository
monitor. For instructions on setting up this configuration, see “To Run the Gem
Session Process on the Stone’s Node” on page 87.

In Figure 3.2, the application and the Gem are linked in a single process that runs
on the remote node. This configuration avoids the overhead of RPC calls, but in
some applications it may increase network traffic substantially if large objects
must be brought across the network. The Stone repository monitor starts a shared
page cache on the remote node when the first user from that node logs in to the
repository. The Stone and the Gem session process each use a GemsStone page
server to access data pages residing on the other node. For instructions on setting
up this configuration, see “To Run a Linked Application on a Remote Node” on
page 84.
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Figure 3.1 Gem Session Process on Server Node
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GemStone NetLDls

The GemStone network server process is called NetLDI (Network Long Distance
Information). The NetLDIs are the glue holding a distributed GemStone system
together. Each NetLDI reports the location of GemStone services on its node to
remote processes that must connect to those services. It also spawns other
GemsStone processes on request.

In a distributed system, each node where a Stone repository monitor, Gem session
process, or linked application runs must have its own NetLDI. (That is, you do not
need a NetLDI on nodes where only RPC applications are running.)

You start a NetLDI directly by invoking the startnetldi command (page 421). The
NetLDl, in turn, starts Gem session processes and page servers on demand. (See
the following section for more about page servers.) These child processes belong
by default to the user account of the process requesting the service—sometimes
that account is a user logging in to GemStone, other times it is the account that
started the repository monitor.

Because most operating systems only let the root account start processes that will
be owned by other accounts, a NetLDI ordinarily must run as root if it is to serve
more than one user. This ownership can be accomplished by setting the owner and
S bit for $GEMSTONE/sys/netldid or by starting the NetLDI while logged in as
root. For information about the S bit, see “To Set File Permissions for the Server”

on page 30. For the default installation, the file permissions and ownership for the
NetLDI executable should look like this:

-r-sr-xr-x 1 root gsadmin 516096 Jul 29 22:01 netldid

To map a GemsStone service name (such as a Stone name) to a network port
number, GemStone checks for a lock file named serviceName. . LCK, in the
directory /opt/gemstone/locks or /usr/gemstone/ locks. Every Stone,
NetLDI, and shared page cache monitor creates one of these files when it starts. If
there is no lock file and the service is a NetLDI, GemStone then checks for an entry
in /etc/services, the TCP/IP network database. That file must contain an
entry giving the port number for the NetLDI.

NetLDI Names

The default name of the NetLDI process is gs641di. During installation, this
name is added to the Zetc/services file and assigned a port number. You can
change the name by using startnetldi netLdiName. The name may contain
digits, but it must not be entirely numeric. If you use a different name, also do the
following:
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< Add the new name and a port number to Zetc/services. If you have a
distributed GemStone system, make the same entry on each node.

« Set #netldi to netLdiName in the GEMSTONE_NRS_ALL environment
variable for each user. For example,

$ GEMSTONE_NRS_ALL=#netldi :netLdiName
$ export GEMSTONE_NRS_ALL

For more information about GEMSTONE_NRS_ALL, see “To Set a Default NRS”
on page 79.

GemStone Page Servers

Remote GemStone repository 1/0 is carried out by page server processes. The
name of the executable file is pgsvrmain. For each process that connects to a
repository extent across the network (that is, for the repository monitor and each
session process), the NetLDI service spawns a pgsvrmain on the node where the
extent resides. GemsStone never uses NFS (network file system) for repository
access.

The Stone repository monitor uses a page server to perform asynchronous 1/0 to
the repository. This page server is created at start up and is present even if all
GemsStone sessions are local.

You can also start additional AlO page servers as well as page servers dedicated
to a single task—adding free frames to the free frame list. For details and
instructions, see “Adding Page Servers” on page 43.

If you have many different extents on different spindles, starting more page
servers can improve performance.

GemStone Network Objects

GemStone uses the concept of network objects to encompass the services that a
NetLDI can provide to a client. In addition to the page server, other network
objects include the following services requested by the Stone at startup: the shared
page cache monitor, SymbolGem, page manager, and one or more garbage
collection (GcGem) sessions.

The network object most visible to users is the Gem session process requested by
an RPC application. This object can be gemnetobject or the name of a custom
Gem. The request can be sent to the NetLDI on the same node to start a local
session process, or (by using a network resource string) the request can be sent to
a NetLDI on another node to start a process there.
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The NetLDI first tries to map the requested object to the path of an executable by
looking for an entry in $GEMSTONE/bin/services.dat. Thereisan entry for
the standard Gem session process:

gemnetobject $GEMSTONE/sys/gemnetobject

For example, when you enter “gemnetobject” as a session login parameter (such as
for GemNetld in Topaz), the NetLDI maps the request to the script
$GEMSTONE/sys/gemnetobject. Similarly, an object name can be entered
while setting up a GemBuilder session (as Name of Gem Service) or other
application. Application programmers provide the name as a parameter to
GeciSetNet().

If your application uses a custormn Gem executable, you can editservices.dat to
include the appropriate mapping. For the procedure, see “How to Install a Custom
Gem” on page 62.

If the NetLDI does not find the requested object in services.dat, it searches for
an executable with that name in the user’s SHOME directory. If you have a private
Gem executable, place the executable in $HOME and then enter its name in place
of gemnetobject during a GemStone login. Because of the search order, the private
name must not be the same as that of an object in services.dat. The name must
be the name of a file in $SHOME, not a pathname.

Shared Page Cache in Distributed Systems

When the remote session logs in to the repository, the Stone repository monitor
uses a NetLDI and page server (pgsvrmain) on the remote node to start a monitor
process, and that monitor uses the NetLDI to create a local shared page cache.
When the remote Gem wants to access a page in the repository, it first checks the
shared page cache on the remote node. If the page is not found, the Gem uses a
pgsvrmain on the server node, checking in the shared cache on that node and
then, if necessary, reading the page from the disk. See Figure 3.3.

70

GemStone Systems, Inc. September 2009



Connecting Distributed Systems Overview

Figure 3.3 Shared Page Cache with Remote Gem

Server Node Remote Node

NetLDI NetLDI

( SPC monitor } - {page server} - - - - — - Gem
/
\(‘SPC monitor )

Shared Page

Cache
Shared Page
Cache
Shared Memory R/W
i —® Disk I/O
Repository
————— TCP

Disrupted Communications

Several incidents can disrupt communications between the GemStone server and
remote nodes in a distributed configuration. Examples include node crashes and
loss of the communications channel itself.

GemStone ordinarily depends on the network protocol keepalive option to detect
that a remote process no longer exists because of an unexpected event. The
keepalive interval is set globally by the operating system, typically at two hours.
When that interval expires, the GemStone process tries to obtain a response from
its partner. The parameters governing these attempts also are set by the operating
system, with up to 10 attempts in 15 minutes being typical. If no response is
received, the local GemStone process acts as if its partner was terminated
abnormally.

September 2009 GemStone Systems, Inc. 71



Overview System Administration Guide
Your operating system documentation contains information about the TCP
keepalive option.

NOTE
Changes to this option on a given node affect all network
communications on that node.
Solaris (Sun):
/usr/sbin/ndd -set /dev/tcp tcp_keepalive_interval value
HP-UX:
/usr/contrib/bin/nettune -s tcp_keepstart value
AlX:
/etc/no -o tcp_keepidle=value
Linux:
/sbin/sysctl -w net.ipv4.tcp_keepalive_ time=value
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3.2 How to Arrange Network Security

This section describes the levels to which the system administrator can set the
GemStone authentication requirement.

Default

In the default NetLDI mode, authentication is required each time a NetLDI
attempts to start certain processes for a client, even if that process is to run on the
node where the user is logged in. These situations always require authentication:

= Starting an RPC Gem session process, even on the same node.

= Creating or restoring a GemStone backup using a device on a node remote
from the Gem performing the operation.

= Using copydbf between nodes.

Once a Stone or Gem is running, the NetLDI treats it as a trusted client and starts
the page servers needed by a remote login without authentication. Simple network
information requests, such as a request to look up a port number, also do not
require authentication.

Secure Mode

startnetldi -s starts the NetLDI in secure mode. All accesses are authenticated,
including simple requests to look up a server name. This mode affects the
waitstone command and such user actions as connecting a session process to a
remote Stone (a NetLDI is asked to look up the Stone’s address).

NOTE
Secure mode requires authentication before a Gem or Stone can start a
page server to access an extent or shared page cache on another node.
Under this mode, the account that starts the Stone process may need an
entry in the account’s .netrc file for each node in the GemStone system,
and GemStone user accounts may need a .netrc entry for each node on
which the extents are located.

Captive Account Mode

startnetldi -aname starts the NetLDI in captive account mode, which provides
additional security. All child processes created by the NetLDI will belong to the
single, designated account name. This mode requires that the NetLDI run either as
root or as name. The effect is much like setting the S bits on executables, but it only
affects ownership of processes started by the NetLDI, not linked applications
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invoked directly by the user. Because this mode by itself does not change the
authentication requirement, on most systems the NetLDI must either run as root
so that it can authenticate other users or run in guest mode, which suspends
authentication. For more information, see “Alternative: Guest Mode With a
Captive Account” on page 78.

The captive account can be an ordinary user account or one created for that
purpose, such as a GemStone administrative account. Log files by default will be
in the captive account’s home directory. Although captive accounts provide access
to the repository, they do not affect network access—if authentication is required,
it is based on the identity of the real user who requests the service.

Guest Mode

startnetldi —-g starts the NetLDI in guest mode. No accesses are authenticated. When
itis used by itself, guest mode lets the user who started the NetLDI also start other
GemsStone processes without typing passwords or creating . netrc files. Because
guest mode is not permitted if the NetLDI will run as root, guest mode usually is
combined with captive account mode. Table 3.1 shows how guest mode and
captive account mode affect NetLDI operation.
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Table 3.1 NetLDI Guest Mode and Captive Account Mode

Owner of
NetLDI Passwords | Spawned Owner of Which Accounts
Options Required Processes NetLDI Process Can Start Processes
Yes, for Ordinary user Owner of NetLDI
RPC Gem ) Root Any user
(none) or copydbf | Client’s account
between
nodes
Yes, for Ordinary user Owner of NetLDI
RPC Gem Account name (name)
-aname or copydbf | (must start the Root Any user
between NetLDI)
nodes
. Ordinary user Owner of NetLDI
-g No Client’s account
Root—not allowed
Account name Ordinary user Any user
-aname -g | No (must start the (name)
NetLDlI) Root—not allowed
For a complete list of the startnetldi command-line options, see page 421.
The following topics describe ways of setting up authentication to serve multiple
users:
= Password authentication (the default) with the NetLDI running as root
(page 76)
= Guest mode combined with a captive account (page 78)
Examples later in this chapter include procedures for specific configurations (see
“Configuration Examples” on page 83).
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Default: Password Authentication

The GemStone default is to use a system login name and password to authenticate
network access. There are several ways for the user to provide this information:

= Createa .netrc file containing the name of the other node, the login name,
and the password. (See “Using a .netrc File” on page 76.)

= Enter the login name and password through the application’s user interface,
such as the HostUserName and HostPassword parameters in Topaz. (See
“Using the Application Interface” on page 77.)

= Use the NRS authorization modifier #auth:loginName@password as part of a
process name or file name. (See “Using an NRS #auth modifier” on page 77.)

If the user does not provide the login name and password explicitly, the
application or GemStone executable tries to read them from a .netrc file in the
user’s home directory.

NOTE
Authentication is always done using the “real” user id, not the effective
user id as set by the S bit on GemStone executables.

The NetLDI providing the service verifies the password against the entry in the
password file (or Network Information Service). Under operating systems that
support shadow password files, the NetLDI first checks the shadow file; if it finds
an entry, it uses that entry in preference to the entry in /etc/passwd.

For the default installation, the file permissions and ownership for the NetLDI
executable should look like this:

-r-sr-xr-x 1 root gsadmin 516096 Jul 29 22:01 netldi

Using a .netrc File

Create a .netrc file in the home directory of each user who will be doing any of
the following:

= Running an RPC Gem session process.

< Creating or restoring a GemStone backup using a device on a node remote
from the Gem performing the operation.

< Running copydbf between nodes.

If the user has a home directory on more than one node, the easiest way is to make
a file containing an entry for each node and install a copy in all of the home

76

GemStone Systems, Inc. September 2009



Connecting Distributed Systems How to Arrange Network Security

directories. The file must contain the login information for each node where that
user will need an RPC Gem or a page server.

GemsStone supports the basic . netrc optionsof node, login, and password
(which must appear in that order). For each node, the . netrc file should contain
one line like the following:

machine nodeName login systemLogin password userPassword

NOTE
The node name in the .netrc file must exactly match the name as it is
listed in DBF_EXTENT_NAMES or as provided to an application as a
login parameter. In particular, any domain qualification must be the
same.

Because the . netrc contains hard-coded passwords, it should be protected in
such a way as to be readable only by its owner.

Using the Application Interface

Your application’s login interface may let you specify a node login name and
password for the node on which you will be running an RPC Gem session process.
For example, Topaz lets you set these as variables:

topaz> set hostusername yourlLogin
topaz> set hostpassword yourPassword

GemBuilder for Smalltalk provides similar fields in its login dialog: Host
username and Host password.

Using an NRS #auth modifier

A third way to specify the login name and password is to provide that information
in NRS syntax as part of the name of a process that NetLDI is to start. Ordinarily,
an application program provides the name and password using information
obtained from the user. For example, if you set the Topaz login parameters
HostUserName and HostPassword, the application puts them in an NRS like the
following:

" I'tcp@Server#auth - HostUserName@HostPassword 'gemnetobject”

The GemStone C interface provides similar capability to application programmers.
For further information, refer to calls described in the GemBuilder for C manual.
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Although it is less convenient for ordinary use, administrators and programmers
may find it helpful in testing to enter the authorization modifier directly using the
Topaz GemNetld parameter. For example:

topaz> set gemnetid !@Server#auth:name@password!gemnetobject

Alternative: Guest Mode With a Captive Account

The NetLDI guest mode can best be combined with captive account mode

(page 73) in which assingle, designated account owns all processes spawned by the
NetLDI. The result serves multiple users with the convenience of guest mode and
with improved security because the child processes no longer belong to accounts
of individual users who request services.

The principal advantage of this combination is that the NetLDI can spawn
processes on behalf of multiple users without being run as root. To make this
capability possible, the captive account must own the netldi process. Change
the file permissions and ownership for the NetLDI executable to remove the S bit:

-r-xr-xr-x 1 gsadmin gsadmin 516096 Jul 29 22:01 netldi

A disadvantage of the captive account for some applications is that the Gem
session process will perform all 1/0 as that account, not as the account running the
application — all file-ins, file-outs, and System class >> performOnServer:.

The captive account mode differs from the setuid method (page 31) in that captive
account mode affects all services started by the NetLDI, including any ad hoc
processes, which are processes started from the user’s home directory. (The
NetLDI looks in the user’s home directory if it cannot find a service listed in
$GEMSTONE/bin/services.dat.) If you prefer, you can prohibit such ad hoc
services by specifying the -n option when starting the NetLDI.

If the combination of guest and captive account modes fits your needs, follow this
configuration procedure:

Step 1. Create a UNIX account to own the GemStone distribution tree and serve
as the captive account. We will refer to this account as gsadmin.

Step 2. Make gsadmin the owner of the tree, and set the setuid bit for any linked
GemStone executables that run on the server node. Make the repository
extents accessible only by gsadmin (mode 600). For instructions, see “To Set File
Permissions for the Server” on page 30.
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Step 3. Make sure gsadmin has execute permission for
$GEMSTONE/sys/netldid. The setgid bit should NOT be set on the
netldid executable. For instance:

-r-xr-xr-x 1 gsadmin 516096 Jul 29 22:01 netldid

Step 4. Log in as the captive account (such as gsadmin), then start the NetLDI in
guest mode and captive account mode, and perhaps disallow ad hoc processes
(the -n switch). For instance:

% startnetldi -g -a gsadmin -n

For details about the startnetldi command and its options, see page 421.

3.3 How to Use Network Resource Strings

Once you have chosen the remote and server nodes, network resource strings
(NRS) allow you to specify the location of each part of the GemStone system. Use
an NRS on a network system where you would use a process or file name on a
single-node system. For example, suppose you want to know whether a Stone is
running. If the Stone is on the local node, use this command:

% waitstone gemStoneName -1
If the Stone is on a remote node, use a command like this instead:
$ waitstone !@oboe!gemStoneName -1

where oboe is the Stone’s node. You can also use an Internet address in “dot” form,
such as 120.0.0.4, to identify the remote node. Note that each “!” must be
preceded by a backslash (\) when your command will be processed by the C shell.

Appendix B, “GemStone Utility Commands,” indicates which options of each
UNIX-level GemStone command can be specified as an NRS. Besides location, an
NRS can describe the network resource type so that GemStone can more accurately
interpret the command line. Sometimes an NRS can also include your
authorization to use that resource. For more information, see Appendix C,
“Network Resource String Syntax.”

To Set a Default NRS

You can set a default NRS header (the part between “! ... I””) by setting the
environment variable GEMSTONE_NRS_ALL. This variable determines which
modifiers GemStone will use by default in each NRS it processes on your behalf.
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For instance, you can cause all Gem session process logs to be created with a
specific name in a specific directory.

« |f you set GEMSTONE_NRS_ALL before starting a NetLDI, which is a system-
wide service, that setting is passed to all its children and becomes the default
for all users of that service.

« |Ifyouset GEMSTONE_NRS_ALL before starting a Stone, an application, or a
utility (such as copydbf), that setting applies only to your own processes and
does not affect other users.

Because these settings are defaults, they take effect only if an explicit setting is not
provided for the same modifier in a specific request.

Use the #dir modifier to set the current (working) directory for NetLDI child
processes, such as gemnetobject. Without this setting, the default is the user’s
home directory. If the directory specified does not exist or is not writable at run
time, an error is generated. For example:

$ GEMSTONE_NRS_ALL=#dir:/user2/apps/logs
$ export GEMSTONE_NRS_ALL

For further information about the modifiers and templates available, see
Appendix C, “Network Resource String Syntax.”

To Use copydbf Between Nodes

Figure 3.4 shows an application of copydbf in which the source and destination
are on remote nodes (Nodel and Node3, respectively). NetLDIs and network
access are required to spawn page servers on the two remote nodes.

NOTE
If you want to start a Gem on a remote machine, you need to have a
NetLDI on both machines.
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Figure 3.4 Connections for copydbf
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Step 1. Unless the NetLDIs are running in guest mode, you will need to provide
authorization for NetLDI services. Create a -.netrc file in your home
directory on Node2 containing a line like the following for each of the other
nodes:

machine Nodel login userName password secretl
machine Node3 login userName password secret3

Step 2. If they are not already present, start NetLDIs on Nodel and Node3.

Step 3. When you issue the copydbf command, include the node names in NRS
syntax and specify the full path. For example:

Node2% copydbf !@Nodel!pathname !@Node3!pathname
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3.4 How to Set Up a Remote Session

Configuring a Gem session process on a remote node is much the same as
configuring a session process on the server, which is described in Chapter 2,
“Configuring Gem Session Processes.” Keep the following points in mind:

= A remote node (on which a Gem is running) must have its kernel configured
for shared memory similarly to how it is configured on the primary server
node.

= Only nodes running a Stone need a GemStone key file, not nodes running
remote sessions.

= If your site doesn’t run NIS, add each node in the GemStone network to
/etc/hosts.

< If your site doesn’t run NIS, add the NetLDI entry to /etc/services on
each node. Be sure to specify the same name and network port number each
time.

= It’s best if each node has its own /opt/gemstone/log and
/opt/gemstone/locks (or /Zusr/gemstone/log and
/usr/gemstone/locks) directories. If these directories are on an NFS-
mounted partition, make sure that two nodes are not using the same
directories. Each Stone and NetLDI needs a unique lock file. Shared log files
may make it impossible to diagnose problems.

= Unless you run the NetLDIs in guest mode with a captive account, all users
ordinarily must have an account on the primary server node and on any other
node on which the repository extents reside. It’s easier if the account name is
the same on each node.

= Unless you run the NetLDIs in guest mode with a captive account, the user who
starts the Stone repository monitor ordinarily needs an account on all nodes
where a Gem session process will run or where an extent will reside.

You can either repeat the installation from the GemStone distribution media, as
described in the next topic, or mount the directory on the server node that contains
$GEMSTONE (page 83). Although GemStone never uses NFS to access the
repository files, it can use NFS to access other files.

To Duplicate the GemStone Installation

If you repeat the installation on the remote node, we recommend that you also run
$GEMSTONE/install/installgs. In particular, you should make the same
selections regarding the ownership and group for the GemStone files as you did
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on the primary server node. You can save disk space later by deleting the two
copies of the initial repository ($GEMSTONE/data/extent0.dbf and
$GEMSTONE/bin/extent0.db¥f) and the complete upgrade directory
($GEMSTONE/upgrade).

To Share a GemStone Directory

The following example prepares to run an application and Gem session process on
a remote node using a shared software directory on the server. The GEMSTONE
environment variable points to the shared installation directory, which is on the
node Server and is NFS-mounted as /Server/users/gs64stone.

Step 1. Set the GEMSTONE environment variable to point to the NFS-mounted
installation directory, and then invoke gemsetup:

(Bourne or Korn shell)

$ GEMSTONE=/Server/users/gs64stone
$ export GEMSTONE

$ . $GEMSTONE/bin/gemsetup.sh

(C shell)
Remote% setenv GEMSTONE /Server/users/gs64stone
Remote% source $GEMSTONE/bin/gemsetup.csh

Step 2. If they do not already exist, create the GemStone log and locks
directories on the local node. (NetLDIs use this log directory.) You may need
to have a system administrator do this for you as root.

# cd /opt
# mkdir gemstone gemstone/log gemstone/locks
# chmod 777 gemstone gemstone/log gemstone/locks

Configuration Examples

GemsStone supports several configurations in which the application communicates
with the Gem session process by using remote procedure calls (RPCs). Although
the calls to network routines inevitably are time-consuming, they are essential
when the application runs on a different node from the Gem, and they are
desirable during code development because they isolate the application and Gem
address spaces.

Use of RPC configurations for production repositories should be based on careful
analysis of system loads and network traffic to select the most efficient
configuration for a particular application. The RPC configuration may be desirable
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when the application accesses large or complex objects that would saturate the
network if they were brought across it on a frequent basis.

This section presents examples that illustrate the following distributed
applications:

< A linked application connected to a Stone on another node (page 84).

< An RPC application with both the session process and the Stone on the server
node (page 87).

< An RPC application with the session process on the application’s node
(page 89).

< An RPC application in which all three are on different nodes (page 92).

Two other examples show how to set up an extent on a node that is remote from
the Stone, and how to use copydbf between nodes.

To Run a Linked Application on a Remote Node

Figure 3.5 shows how a linked application on a remote node communicates with a
Stone and repository on the primary server node. This configuration typically is
the best choice when you must offload some processes from a server node,
especially when the application accesses relatively small objects or small groups of
large objects.
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Figure 3.5 Connecting a Linked Application to a Remote Server
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Two NetLDlIs and two page servers ordinarily are required. NetLDlIs start the page
servers on request of the Stone and the application. Numbers show the order in
which these processes are started:

= One page server (1) lets the Stone start a shared page cache and monitor (2) on
the remote node. The page server and monitor processes will be owned by the
user who started the Stone (or by the captive account), so the owner must have
an account on the remote node. The cache itself will have the same owner and
group as the Stone. The linked application must have permission to access the
cache, either through group membership or through an S bit on the
application executable.

= The other page server (3) lets the Gem session process (the linked application)
access the repository on the primary server. There will be one such page server
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process on the primary server node for each session logged in from a remote
node; its owner (which may be a captive account) must have an account on the
primary server. The page server process must have read-write permission for
the repository, either through group membership or through an S bit on the
pgsvrmain executable.

Because the shared page cache is readable and writable only by its owner and
members of the same group (protection 660), the user running the application may
need to belong to that group. See “To Set Ownership and Permissions for Session
Processes” on page 56.

The following steps set up a linked application on the remote node. They use
software in an NFS-mounted installation on the primary server node; that
directory is already mounted on the remote node as /Server/gs64stone.

Step 1. Set the GEMSTONE environment variable to point to the installation
directory, and then invoke gemsetup:

(Bourne or Korn shell)

$ GEMSTONE=/Server/gs64stone

$ export GEMSTONE

$ . $GEMSTONE/bin/gemsetup.sh

(C shell)
Remote% setenv GEMSTONE /Server/gs64stone
Remote% source $GEMSTONE/bin/gemsetup.csh

Step 2. Verify that a Stone and NetLDI are running on the primary server node.
One way to do this verification is to use the gslist utility. For example:

Remote% gslist -m serverName

(The -m option tells gslist to list only processes that are running on the
specified node. For more about gslist, see page 415.)

Step 3. Start a NetLDI on the remote node.

O To start the NetLDI for password authentication, make sure
$GEMSTONE/sys/netldid isowned by root and has the S bit set. Issue this
command (on some operating systems, you may have to issue it as root):

Remote% startnetldi
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O Tostart the NetLDI in guest mode (authentication is not required), make sure
$GEMSTONE/sys/netldid does NOT have the S bit set. Log in as the captive
account name, then issue this command:

Remote% startnetldi -g -aname

Step 4. Start the linked application (for instance, Topaz) on the remote node, then
set the GemStone login parameter to include the name of the primary server
node in network resource syntax. For instance, to log in to Topaz as
DataCurator:

Remote% topaz -I

topaz> set gemstone !@Server!gs64stone
topaz> set username DataCurator
topaz> login

GemStone Password?

successful login

topaz 1>

To Run the Gem Session Process on the Stone’s Node

If the Gem session process is going to run on the server node (as shown in
Figure 3.6), an RPC application uses a NetLDI on that node to start a Gem session
process. Unless the NetLDI is running in guest mode with a captive account, the
application user must provide authentication to the NetLDI. You should also
specify the Gem network object (gemnetobject) that matches your UNIX shell
on the server. For more information about network objects and how to invoke
them, see “GemStone Network Objects” on page 69.

The following procedure assumes that you are already set up to run GemsStone
applications, as described in Chapter 2. In particular, you must have defined the
GEMSTONE environment variable and invoked $GEMSTONE/bin/gemsetup or
its equivalent.
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Figure 3.6 Starting a Session Process on the Server Node
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Step 1. Make sure that the NetLDI and Stone are running on the server. One way

* started by NetLDI

to do this is to use the gslist command. For example:

Client% gslist -m serverName

Step 2. Unless the NetLDI is running in guest mode, decide how you will provide
authentication.

@ Youcan create a -netrc file in your home directory on the client node

containing a line like the following, where the password is your password on

the server:

machine Server login yourlLogin password yourPassword
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O Alternatively, you can set the application login parameters, such as
HostUserName and HostPassword, after you start the application. For
example:

topaz> set hostusername yourlLogin
topaz> set hostpassword yourPassword

Step 3. Log in to the application node and start the RPC version of your
application (for instance, Topaz), then set UserName. For example:

Client% topaz
topaz> set username DataCurator

Step 4. Set GemNetld to gemnetob ject. Because the session process is to run on
the server, be sure to include the node name in the GemNetld NRS. (It’s not
necessary to set the GemStone login parameter when the Stone repository
monitor runs on the same node as the Gem.) For example:

topaz> set gemnetid !@Server!gemnetobject
Step 5. Log in to the repository:

topaz> login
GemStone Password?
successful login
topaz 1>

At this point, you are logged in to a Gem session process on the server node. That
session process acts as a server to Topaz RPC and as a client to the Stone.

To Run the Gem and Stone on Different Nodes

The configuration shown in Figure 3.7 is unusual in that the RPC application and
its session process are running on the same node. (While this configuration might
be desirable during application development, a linked application, if it is available,
probably would give better performance.)

The NetLDlIs and page servers function similarly to those described for the linked
application (see “To Run a Linked Application on a Remote Node” on page 84). In
Figure 3.7, however, the NetLDI also starts the RPC Gem session process at the
request of the application.
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Figure 3.7 Starting the Session Process on a Remote Node
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Step 1. Unless the NetLDls are running in guest mode, decide how you will
provide access so that application can start a Gem session process on the

remote node.

@ Youcancreate a .netrc file in the your home directory on the remote node
containing a line like the following, where userPassword is your operating

system password on the server;

machine remoteNode login userName password userPassword

90

GemStone Systems, Inc.

September 2009



Connecting Distributed Systems How to Set Up a Remote Session

O Alternatively, you can set the application login parameters, such as
HostUserName and HostPassword, after you start the application. For
example:

topaz> set hostusername yourlLogin
topaz> set hostpassword yourPassword

Step 2. Log in to the remote node and start a NetLDI.

O To start the NetLDI for password authentication, make sure that
$GEMSTONE/sys/netldid isowned by root and has the S bit set. Issue this
command (on some operating systems, you may have to issue it as root):

Remote% startnetldi

0 To start the NetLDI in guest mode (authentication is not required), make sure
$GEMSTONE/sys/netldid does NOT have the S bit set. Log in as the
captive account name, then issue this command:

Remote% startnetldi -g -aname
Step 3. Start the RPC version of your application (for instance, Topaz):
Remote% topaz

Step 4. Set GemNetld to gemnetobject. This network object identifies scripts
that start a session process. For example:

topaz> set gemnetid gemnetobject

Step 5. Set the GemStone name, using NRS syntax to specify its location on the
primary server node. Then set the UserName and log in. For example:

topaz> set gemstone !@Server!gs64stone
topaz> set username DataCurator
topaz> login

GemStone Password?

successful login

topaz 1>
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To Run the Application, Gem, and Stone on Three Nodes

The RPC application, session process, and Stone can run on three separate nodes,
as shown in Figure 3.8. The application runs on its node and connects to a Gem
session process on the Gem’s node. That session process communicates with the

repository on the primary server node by way of a page server.

Again we see that a NetLDI must be running on each node where part of
GemStone executes (but not necessarily on the application node, which runs only

the RPC application).

Figure 3.8 Connecting an RPC Application, Three Nodes
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The network access problem is similar to that in other RPC configurations: unless
the NetLDI on the Gem node is running in guest mode, you must provide
authentication to start the Gem session process.

Step 1. Unless the NetLDI on the Gem node is running in guest mode, decide how

a

you will provide authorization for network services on that node.

You can create a .netrc file in the your home directory on the application
node containing a line like the following, where the password is your
password on the Gem’s node.

machine Gem login userLogin password secret2

You can set the application login parameters, such as HostUserName and
HostPassword, after you start the application. For example:

topaz> set hostusername yourlLogin
topaz> set hostpassword yourPassword

Step 2. Log in to the Gem’s node and start the NetLDI.

a

To start the NetLDI for password authentication, make sure that
$GEMSTONE/sys/netldid is owned by root and has the S bit set. Issue this
command (on some operating systems, you may have to issue it as root):

Remote% startnetldi

To start the NetLDI in guest mode (authentication is not required), make sure
$GEMSTONE/sys/netldid does NOT have the S bit set. Log in as the
captive account name, then issue this command:

Remote% startnetldi -g -aname

Step 3. Log in to the application node. Start the RPC version of your application

(for instance, Topaz):

Application% topaz

Step 4. Set GemNetld to gemnetobject, and include the location, gemNode, in

the NRS. For example:

topaz> set gemnetid !'@gemNode!gemnetobject
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Step 5. Use NRS syntax to specify the location and name of the repository. Then

set the username and log in. In Topaz, for example, set GemStone and
UserName:

topaz> set gemstone !@Server!gs64stone
topaz> set username DataCurator
topaz> login

GemStone Password?

successful login

topaz 1>

At this point, your Topaz application on the application node has logged you in to
a Gem session process on the Gem’s node, and the session process has logged in to
the repository on the server.

Troubleshooting Remote Logins

Logging in to GemStone from a remote node requires proper system configuration
of the remote node and frequently requires permission for network access from the
primary server to the remote node as well as from the remote node to the primary
server.

a

The UNIX kernel on the remote node should meet shared memory and
semaphore requirements similar to those for the server, although smaller sizes
may be sufficient.

Make sure that NetLDls are running on all nodes that require them (see the
figure for your configuration). Also make sure that the NetLDIs have the same
port number in /etc/services. All nodes must be listed in /etc/hosts.

If an RPC application is being started (that is, one with a separate Gem session
process), make sure the user who starts the application has an entry for the
Gem’s node in a -netrc file in $HOME, or that other authentication
provisions have been taken, such as running the NetLDI in guest mode with a
captive account. The owner of the Gem process needs an account on the node
where the Gem will run and needs write access to the Gem log, typically in
$HOME. Ownership and permissions for $GEMSTONE/sys/netldid must be
appropriate for the authentication system in use (see pages 76 and 78), and the
directories in /opt/gemstone must be writable.

Make sure that the user who started the Stone has an account on the remote
node. This user also must have write permission for $HOME so that log files
for the remote node can be created, unless steps are taken to create the log files
in another directory.
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a

Check any GEMSTONE environment variables for definitions that point to a
previous version: env | grep GEM.

If You Still Have Trouble

If you still can’t log in to GemStone from an application on a remote node, try
logging in on the server node as the same UNIX user account. We suggest that you
first try a linked application, such as topaz -1, and when that works, move on to
an RPC application (such as topaz or the equivalent topaz -r), still on the server.

Try Linked Topaz on the Server

A linked application on the server offers the least complicated kind of login
because the server’s shared page cache is already running and no network facilities
are used. Any problems are likely to involve access permission for the shared page
cache or the repository extents, which can also block attempts to log in from a client
node.

a

Make sure that the owner of the topaz process (GEMSTONE/bin/topaz) can
access the shared page cache. Use the UNIX command ipcs -m to display
permissions, owner, and group for shared memory; for example:

Server% Ipcs -m
IPC status from <running system> as of Mon Aug 11
16:22:27 PDT 2008

T ID KEY MODE OWNER GROUP
Shared Memory:
m 768 0x4cl77155 --rw-rw---- gsadmin pubs

Compare the owner and group returned by ipcs with the owner of the Topaz
process. You can use the ps command to determine the owner; for example,
ps -ef | grep topaz. (The switches may be different on your system.)

A typical problem arises when root owns the Stone process and the shared
page cache because their group ordinarily will be a special one to which Topaz
users do not belong. Related problems may occur with a linked GemBuilder
session. The third-party Smalltalk may be installed without the S bits and
therefore may rely on group access to the shared page cache and repository.
For background information, see “To Set Ownership and Permissions for
Session Processes” on page 56.

To correct a shared page cache access failure, either change the owner and
group of the setuid files or have the Stone started by a user whose primary
group is one to which other GemStone users belong. Unlike file permissions,
the shared page cache permissions cannot be set directly.
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O Make sure the owner of the Topaz process has read-write access to
$GEMSTONE/data/extent0.dbf.

Try Topaz RPC on the Server

The next step should be to try running Topaz on the server with a separate Gem
session process. This configuration relies on the NetLDI to start a Gem session
process, and that process, not the application itself, must be able to access the
shared page cache and repository extent.

O Make sure that a NetLDI is running on the server by invoking gslist. The
default name is gs641di. If you need to start a NetLDI, the command is
startnetldi.

GemsStone uses the NetLDI to start a Gem session process that does repository
170 in this configuration. For the NetLDI to start processes for anyone other
than its owner, it must be owned by root or it must be started in guest mode
and captive account mode by someone logged in as the captive account.

The NetLDI writes a log file with the default name
/opt/gemstone/log/gs641di . 1og. The log file contents may help you
diagnose problems. (See the following discussion, “Check NetLDI Log Files.*)

O Make sure that the owner of the resulting Gem session process
($GEMSTONE/sys/gem) can access the shared page cache and extentO.dbf
through group membership or S bits. The troubleshooting is the same as that
given on page 96 for the topaz executable.

The user who starts topaz (or the NetLDI captive account when it is in use) must
have write permission for SHOME so that the session process can create a log file
there. (For a workaround for situations where write permission is not allowed, see
“To Set a Default NRS” on page 79.)

Check NetLDI Log Files

Troubleshooting on a distributed GemStone system can be complicated. What
looks like a hung process may actually be caused by incorrect NRS syntax or by
another node on the network going down. The information for analyzing
problems may be found in log files on all the nodes used by GemStone.

Where the log file messages include NRS strings, be sure to check their syntax. The
problem may be as simple as an incorrect NRS or one that was not expanded by
the shell as you intended.
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If you can’t identify the problem from the standard log messages, try running the
NetLDI in debug mode, which puts additional information in the log. The
command line is startnetldi [netLdiName] -d.

The following example shows how you might use the NetLDI log to diagnose
problems during an RPC login.

1.

The client (Topaz, GBS, or GCI) contacts the NetLDI and requests a session.

Entering Service Loop
0: --- 06/24/08 12:40:11.406 PDT :
Attempting accept...
.. -succeeded accepting client from 10.80.8.12,
connection = 2
0: --- 06/24/08 12:40:11.484 PDT :
Finished reading client request:
Client is a rpc application.
> I#encrypted:<username>@password!gemnetobject”

If there is no message in the NetLDI log after a login attempt, the failure is in
connecting to the NetLDI. (This is usually clear from the error message.) Check
your login parameters, particularly the NetLDI name, the port id assigned in
the Zetc/services file, and the GEMSTONE_NRS_ALL setting.

If you started NetLDI using the -p option to specify a port range, verify that
these ports are appropriate and, if you have a firewall, that these ports are
open.

NetLDI starts listening on a "callback” port. This is not the port that the NetLDI
uses to accept connections. This port is just used temporarily for the Gem-
NetLDI communication.

NetLDI launches gemnetobject (or a similar script specified in the login
parameters), telling it the number of the callback port it should use.

0: --- 06/24/08 12:40:11.499 PDT :
Successful fork; Child’s Pid: 28836 command is:
?/<$GEMSTONE>/sys/gemnetobject TCP 48273 30~

Note that "Successful fork" does not necessarily mean that the Gem was
correctly started and initialized; the NetLDI does not block.

The gemnetobject script runs. If you are not using the default gemnetobiject,
and you have errors in your script, it is very difficult to diagnose them; since
the problem is outside of the NetLDI or Gem, details are not reported in either
the NetLDI or the Gem logs.
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10.

11.

The gemnetobject script exec’s gem to start running the Gem’s code.

The Gem session initializes itself. At this point there is a Gem log. The pid of
the gem process is shown in the NetLDI log (step 3).

The Gem starts listening on a client service port. This is yet another distinct
port, and is the one that will be used for ongoing communication between the
Gem and the client. The port id is shown in the NetLDI log (step 10).

The Gem connects to the NetLDI on the callback port.

The Gem tells the NetLDI that it is ready, and the number of its client service
port:

0: --- 06/24/08 12:40:11.803 PDT :
Now reading reply from child

If this step does not occur within the NetLDI timeout, the NetLDI times that

Gem out and stops listening on the callback port. (The NetLDI log will contain
a message to that effect.) If you are getting timeouts with the default timeout
interval, try increasing the timeout by invoking startnetldi with the -ttimeout
option. This may at least help you keep working while determining why the

timeout is occurring.

NetLDI passes the number of the client service port back to the client (Topaz,
GBS or GCI), informing it that a Gem has been started for it, and that this Gem
is waiting for a connection at a specific port.

0: --- 06/24/08 12:40:11.804 PDT :
Reply to client started:
*SUCCESS 48274~

0: --- 06/24/08 12:40:11.804 PDT :
Done writing reply to client.
0: --- 06/24/08 12:40:11.885 PDT :

Disposed. elapsed time = 0

The client contacts the Gem directly on its client service port.
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Chapter

4 Running GemStone

This chapter shows you how to perform some common GemStone/S 64 Bit system
operations:

= Starting the GemStone Object Server (page 100)

= Starting Network Long Distance Information (NetLDI) servers (page 106)
= Identifying running servers (page 107)

= Logging in to a GemStone session (page 108)

= Identifying the current sessions (page 114)

= Shutting down the object server (page 115)

Additional topics explain how to:

= Recover from an unexpected shutdown (page 117)

= Load objects in bulk (page 120)

= Enter and use manual transaction mode, which we recommend that you use
as often as possible (page 120)
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4.1 How to Start the GemStone Server

In order to start a Stone repository monitor, the following must be identified
through your operating system environment:

= Where GemStone is installed — The GEMSTONE environment variable must
point to the directory where GemsStone is installed, such as
/users/gemstone. The directory $6EMSTONE/bin should be in your
search path for commands.

= Which configuration parameters to use — The repository monitor must find a
configuration file. The default is SGEMSTONE/data/system.conf. Other
files can supplement or replace the default file; for information, see “How
GemStone Uses Configuration Files” on page 368.

= Which repository to use — The configuration file must give the path to one or
more repository files (extents) and to space for transaction logs. The default
configuration file specifies $GEMSTONE/data/extent0.dbf for the extent
file, and places transaction logs in $GEMSTONE/data/. You may want to
move these files to other locations. For further information, see “Choosing the
Extent Location” on page 20.

To Start GemStone

Follow these steps to start GemStone following installation or an orderly
shutdown (to recover from an abnormal shutdown, refer to “How to Recover from
an Unexpected Shutdown’ on page 117).

NOTE
In certain distributed installations, a GemStone NetLDI must be
running on other nodes before you can start the repository monitor.
These situations are discussed in Chapter 3 of this manual and ordinarily
do not apply.

Step 1. Set the GEMSTONE environment variable to the full pathname (starting
with a slash) of the directory where GemStone is installed. Ordinarily this
directory has a name like GemStone-sparc.Solaris.For example:

$ GEMSTONE=/users/GemStone-sparc.Solaris
$ export GEMSTONE
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If you have been using another version on GemStone, be sure you update or
unset previous settings of these environment variables:

- GEMSTONE

- GEMSTONE_SYS_CONF
- GEMSTONE_EXE_CONF
- GEMSTONE_LANG

Step 2. Set your UNIX path. One way to do this is to use one of the gemsetup

script. There is one version for users of the Bourne and Korn shells and another
for users of the C shell. These scripts also set your man page path to include
the GemStone man pages.

(Bourne or Korn shell)
$ . $GEMSTONE/bin/gemsetup.sh

or (C shell)
% source $GEMSTONE/bin/gemsetup.csh

Step 3. Start GemStone by using the startstone command:

% startstone [gemStoneName]

where gemStoneName is optional and is the name you want the repository
monitor to have. The default name is gs64stone. For additional
information about startstone, see page 423.

To Troubleshoot Stone Startup Failures

If the Stone repository monitor fails to start in response to a startstone command,
it’s likely that the cause is one of the following. Inspect the Stone log for clues (the
default location is $GEMSTONE/data/gs64stone . 10g), then refer to the
discussions that follow this summary.

The GemStone key file is missing or invalid (see page 102).
The shared page cache cannot be attached (see page 102).

An extent file is missing or cannot be opened for exclusive use because another
GemStone process is using it (see page 103).

Because of the timing of a system crash, the repository monitor is trying to
create an extent that already exists (see page 104).

A transaction log needed for recovery is missing, or the log directory or device
does not exist (see page 105).
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= The repository has become corrupted (see page 105).

The error numbers printed as part of a log message are defined in the file
$GEMSTONE/include/gcierr.ht.

Missing or Invalid Key File

The Stone repository monitor must be able to read the key file
$GEMSTONE/sys/gemstone . key. Ordinarily, you create this file during
installation from information provided by GemStone. Be careful to enter the
information correctly, following the instructions on the sheet. If the information is
missing, contact GemStone Technical Support as described in the Preface.

Shared Page Cache Cannot Be Attached

The shared page cache monitor must be able to create and attach to the shared
memory segment that will serve as the shared page cache. Several factors may
prevent this from happening:

< Onsome platforms, shared memory is not enabled in the kernel by default, or
its default maximum size is too small to accommodate the GemStone
configuration. GemsStone’s default configuration requires a shared memory
segment slightly larger than 10 MB. For specifics about configuring shared
memory, refer to your GemStone/S 64 Bit Installation Guide.

= |f the size of the shared page cache has been increased, the operating system’s
limit on shared memory regions may need to be increased accordingly.
Page 18 describes a utility (BGEMSTONE/ instal 1/shmem) that will help you
check the configuration.

< The repository executables (the Stone, Gems, and page servers) must have
permission to read and write the shared page cache. Ways to set up access are
described in “To Set File Permissions for the Server” on page 30. In general,
users must belong to the same group as the Stone repository monitor. If the
Stone is running as root, it is unlikely that other users will be able to access the
shared page cache.
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Extent Missing or Access Denied

If the Stone repository monitor cannot access a repository extent file, it logs a
message like the following:

GemStone is unable to open the file

1TCP@pel ican#dbf!/users/GemStone/data/extent0.dbf.

reason = File = /users/GemStone/data/extent0.dbf

DBF Op: Open; DBF Record: -1;

Error: open() failure; System Codes: errno=2, ENOENT, The file or
directory specified cannot be found (pageKind [null])

An error occurred opening the repository for exclusive access.

Stone startup has failed.

Examine the message for further clues. The extent file could be missing, the
permissions on the file or directory could be set incorrectly, or there may be an
error in the configuration file that points to the extents. Correct the problem, then
try starting GemStone again.

Extent Open by Another Process

If another process has an extent file open when you attempt to restart GemStone,
a message like the following appears in the Stone log (by default,
$GEMSTONE/data/gs64stone. 1og):

GemStone is unable to open the file

1TCP@pel ican#dbf!/users/GemStone/data/extent0.dbf.

reason = File = /users/GemStone/data/extent0.dbf

DBF Op: Open; DBF Record: -1;

Error: exclusive open: File is open by another process.; System
Codes: errno=11, EAGAIN, No more processes (due to process table
full, user quotas, or insufficient memory) (pageKind [null])

An error occurred opening the repository for exclusive access.

Stone startup has failed.

Close any other Gem sessions (including Topaz sessions) that are accessing the
repository you are trying to restart, or wait for a copydbf to complete. Use ps -ef
(the options on your system may differ) to identify any pgsvrmain processes that
are still running, and then use ki Il processid to terminate them. Try again to start
GemStone.
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Extent Already Exists

If GemStone attempts to recover from a system crash that occurred just after an
extent was created but before the next checkpoint, you will find an error message
like the following in the Stone log:

An error occurred in recovery for extentld 2:

fileName= ITCP@pelican#dbf!/users/GemStone/data/extentl._dbf

File already exists; you must delete it before recovery can succeed.

Verify that an extent was being added to the repository at or shortly before the
crash. If necessary, look for a message near the end of the Stone log file.

If an extent was being added, there is no committed data in the extent file yet.
Delete the specified file and do not replace it with anything. Try to start
GemStone again. The recovery procedure will recreate the extent file.

If an extent was NOT being added, it is possible that an existing extent has
been corrupted. For instance, extentO.dbf of a multiple-extent repository
may have been overwritten. Try to determine the cause and whether the action
can be rectified. You may have to restore the repository from a backup.

Other Extent Failures

At startup, the GemStone system performs consistency checks on each extent listed
in DBF_EXTENT_NAMES.

All extents must have been shut down cleanly with a repository checkpoint the last
time the system was run. This consistency check is the only one for which
GemStone attempts automatic recovery.

The following consistency checks, if failed, cause the startup sequence to
terminate. These failures imply corruption of the disk or file system, or that the
extents were modified at the operating system level (such as by cp or copydbf)
outside of GemStone’s control and in a manner that has corrupted the repository.

Extents must be in proper sequence within DBF_EXTENT_NAMES.
Extents must be properly sequenced in time.

The last checkpoint must have occurred earlier than or at the same time as the
current system time (in GMT).

Extents must belong to the correct repository.
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Transaction Log Missing

If GemStone cannot find the transaction log file for the period between the last
checkpoint and an unexpected shutdown, it puts a message like this in the Stone
log:

Extent 0 not cleanly shutdown, recovery needed
Repository startup from checkpoint = (fileld 0, blockld 14)
Searching for most recent transaction log
no log files found
Searching for transaction log file, fileld 0, directoryld O,
filename = /users/gemstone/data/tranlog0.dbf
Error during repository recovery

If the log file was archived and removed from the log directory, restore the file.

If the log file is no longer available, you can use startstone -N to restart from the
most recent checkpoint in the repository. However, any transactions that occurred
during the intervening period cannot be recovered.

NOTE
When you use startstone with the -N option, any transactions
occurring after the last checkpoint are permanently lost.

Repository Failure

If you have GemStone backups (either online extent backups or Smalltalk full
backups, as described in Chapter 9), you can restore the repository to the state of
the most recent backup. If full logging (STN_TRAN_FULL_LOGGING=True) was in
effect at the time of the backup, objects committed by subsequent transactions can
then be recovered from the transaction logs. For details, see “How to Restore from
an Online Extent Backup” (page 283) or “How to Restore from a Smalltalk Full
Backup” (page 290).

If you do not have a recent backup and transaction logs for valuable data, you may
still be able to recover your committed repository. However, this procedure is not
nearly as reliable and may be quite time-consuming. See “How to Audit the
Repository” on page 215.

Other Startup Failures

= Check Zopt/gemstone/locks and remove old files. On some systems, the
lock files may be located in Zusr/gemstone/ locks. On Solaris systems, also
check /tmp/gemstone for stoneName. . FI1FO.
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Certain unexpected shutdowns may leave UNIX interprocess communication
facilities allocated, which can block attempts to restart the repository monitor.
Use the command ipcs to identify the shared memory segments and
semaphores allocated, then use ipcrm to free those resources allocated to a
repository monitor that is no longer running. For information about ipcs and
ipcrm, consult your operating system’s documentation.

If you can’t start GemStone under any circumstances, try pageaudit on the
repository. (See “How to Audit the Repository” on page 215.) If the page audit
is good but GemStone still doesn’t start, check your installation configuration.
For more help, contact your local GemStone administrator or GemStone
Technical Support.

4.2 How to Start a NetLDI

It’'s common practice to start a GemStone Network Long Distance Information
(NetLDI) server when starting a Stone repository monitor. Chapter 3 of this
manual describes the two situations in which a NetLDI is necessary:

A user will be running an RPC application with a separate Gem session
process on the Stone’s node.

A user will be running a linked application or a separate Gem on another node
and logging in to the repository on the Stone’s node.

To start a NetLDI server, perform the following steps on the node where the
NetLDl is to run:

Step 1. Set the GEMSTONE environment variable to the full pathname (starting

with a slash) of the directory where GemStone is installed. Ordinarily this
directory has a name like GemStone64Bit2.4.0-sparc.Solaris.For
example:

$ GEMSTONE=/installDir/GemStone64Bit2.4_0-sparc.Solaris
$ export GEMSTONE

Step 2. Use one of the gemsetup scripts to set your UNIX path. There is one

version for users of the Bourne and Korn shells and another for the C shell.
These scripts also set your man page path to include the GemStone man pages.

(Bourne or Korn shell)
$ . $GEMSTONE/bin/gemsetup.sh

106

GemStone Systems, Inc. September 2009



Running GemStone To List Running Servers

or (C shell)
% source $GEMSTONE/bin/gemsetup.csh

Step 3. Start the NetLDI by using the startnetldi command.

O To start the NetLDI for password authentication, make sure that
$GEMSTONE/sys/netldid isowned by root and has the S bit set. Issue
this command (on some operating systems, you may have to issue it as
root):

Client% startnetldi

0 To start the NetLDI in guest mode (authentication is not required), make
sure that $GEMSTONE/sys/netldid does NOT have the Shitset. Log in
as the captive account name, then issue this command:

Client% startnetldi -g -aname

For additional information about startnetldi, see the command description in
Appendix B. For information about the authentication modes, see “How to
Arrange Network Security” on page 73.

To Troubleshoot NetLDI Startup Failures

If the NetLDI service fails to start in response to a startnetldi command, it’s likely
that the cause is one of the following. Inspect the NetLDI log for clues. By default,
the NetLDI log (netLdiName. 1og) is located in Zopt/gemstone/log; on some
systems, this file may be located in /usr/gemstone/log.

= The NetLDI is to run as root but the guest mode option is specified. This
combination is not allowed.

= Theaccount starting the NetLDI does not have permission to create or append
to its log file.

= The account starting the NetLDI does not have read and execute permission
for $SGEMSTONE/sys/netldid.

The error numbers printed as part of a log message are defined in the file
$GEMSTONE/include/gcierr._ht.

4.3 To List Running Servers

The gslist utility lists all Stone repository monitors, shared page cache monitors,
and NetLDls that are running. The gslist command by itself checks the locks

September 2009 GemStone Systems, Inc. 107



How to Start a GemStone Session System Administration Guide

directory (/opt/gemstone/locks or Zusr/gemstone/ locks) forentries. The
-v option causes it to verify that each process is alive and responding. For example:

% gslist -v
Status Version Owner Started Type Name

2.4.0 gsadmin Jun 26 12:02 cache gs64stone@nodeA
OK 2.4.0 gsadmin Jun 26 12:02 Stone gs64stone

2.4.0 gsadmin Jun 26 10:13 Netldi gs64ldi

By default, gslist lists servers on the local node. The -m host option performs the
operation on node host, which must have a NetLDI running.

4.4 How to Start a GemStone Session

This section tells how to start a GemStone session and log in to the repository
monitor. The instructions apply to all logins from the node on which the Stone
repository monitor is running.

= For additional information about the GemStone administrative logins, see
Chapter 5, “User Accounts and Security.”

= For additional information about logging in from a remote node, see
Chapter 3, “Connecting Distributed Systems.”

This section begins with a brief discussion of environmental variables, and then
presents two examples. The first example starts a linked application and logs in to
GemStone. The second example starts an RPC application, which in turn spawns
a separate Gem session process that communicates with the GemStone server.

The examples use Topaz as the application because it is part of the standard
GemStone Object Server distribution. Other applications may use different steps
to accomplish the same purpose. Some users may prefer to make these steps part
of an initialization file.

For an explanation of the difference between linked and RPC sessions, see “Linked
and RPC Applications” on page 52.
To Define a GemStone Session Environment

In order to start a GemStone session, the following must be defined through your
operating system environment:

e Where GemStone is installed
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All GemStone users must have a GEMSTONE environment variable that
points to the GemStone installation directory, such as
/installDir/GemStone64Bit2.4.0-hppa.hpux. The directory
$GEMSTONE/bin should be in your search path for commands. For an
example, see the next topic, “To Start a Linked Session”.

< Which configuration parameters to use

Because each GemStone session can have its own configuration file, some
users may need a second environmental variable, such as
GEMSTONE_EXE_CONF. If no other file is found, the session uses system
defaults. For further information, see “To Set Up the User’s Environment” on
page 141 and “How GemsStone Uses Configuration Files” on page 368.

To Start a Linked Session

The following steps show how to start a linked application (here, the linked
version of Topaz). The steps for setting the GEMSTONE environment variable and
the operating system path for a session are the same as those given on page 100 for
starting a repository monitor. They are repeated here for convenience.

The procedure assumes that the Stone repository monitor has already been started
and has the default name gs64stone.

Step 1. Set the GEMSTONE environment variable to the full pathname (starting
with a slash) of the directory where GemStone is installed. Ordinarily this
directory has a name like GemStone64Bit2.4_0-sparc.Solaris.For
example:

$ GEMSTONE=/installDir/GemStone64Bit2.4.0-sparc.Solaris
$ export GEMSTONE

If you have been using another version on GemsStone, be sure you update or
delete previous settings of these environment variables:

« GEMSTONE
e GEMSTONE_SYS CONF
e GEMSTONE_EXE_CONF
 GEMSTONE_LANG
Step 2. Set your UNIX path. One way to do this is to use one of the gemsetup
scripts. There is one version for users of the Bourne and Korn shells and

another for users of the C shell. These scripts also set your man page path to
include the GemStone man pages.
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(Bourne or Korn shell)
$ . $GEMSTONE/bin/gemsetup.sh

or (C shell)
% source $GEMSTONE/bin/gemsetup.csh

Step 3. Start linked Topaz:
% topaz -1
Step 4. Set the UserName login parameter:
topaz> set username DataCurator
Step 5. Log in to the Gem session.

topaz> login
GemStone Password?
successful login
topaz 1>

At this point, you are logged in to a Gem session process, which is linked with the
application. The session process acts as a server to Topaz and as a client to the
Stone. Information about Topaz is in the manual GemStone Topaz Programming
Environment.

When you are ready to end the GemStone session, you can log out of GemStone
and exit Topaz in one step by invoking the Topaz exit command:

topaz 1> exit
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To Start an RPC Session

The following steps show how to start an RPC application (here, the RPC version
of Topaz) on the server node. The procedure assumes that the Stone is running
under the default name gs64stone and that you are already set up to run a
GemStone session as described in Steps 1 and 2 of the previous example.

Step 1. Use gslistto find out if a NetL DI is already running. The default name for
the NetLDl is gs641di. (This list also shows the Stone and shared page cache

monitor.)
% gslist
Status Version Owner Started Type Name
exists 2.4.0 gsadmin  Jun 26 12:02 cache gs64stone@nodeA
exists 2.4.0 gsadmin  Jun 26 12:02 Stone gs64stone
exists 2.4.0 gsadmin  Jun 26 10:13 Netldi gs64ldi

Step 2. If necessary, start a NetLDI:

O To start the NetLDI for password authentication, make sure that
$GEMSTONE/sys/netldid is owned by root and has the S bit set. Issue
this command (on some operating systems, you may have to issue it as
root):

Client% startnetldi

0 To start the NetLDI in guest mode (authentication is not required), make
sure that $GEMSTONE/sys/netldid does NOT have the S bitset. Log in
as the captive account name, then issue this command:

Client% startnetldi -g -aname

Step 3. Unless the NetLDI is running in guest mode with a captive account,
decide how you will provide authentication so that the NetLDI can start the
Gem session process. Choose one of the following:

O Youcancreatea .netrc fileinthe your home directory containing a line
like the following, where hostName is the name of this node (which is also
the server node):

machine hostName login yourUnixld password yourPassword
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O You can set the application login parameters, such as HostUserName and
HostPassword, after you start the application. For example:

topaz> set hostusername yourUnixld
topaz> set hostpassword yourPassword

Step 4. Start the RPC application (such as Topaz), then set the UserName.

% topaz
topaz> set username DataCurator

Step 5. Set GemNetld (the name of the Gem service to be started) to
gemnetobject. This script starts the separate Gem session process for you.
For example:

topaz> set gemnetid gemnetobject
Step 6. Log in to the GemStone session.

topaz> login
GemStone Password?
successful login
topaz 1>

At this point, you are logged in through a separate Gem session process that acts
as a server to Topaz RPC and as a client to the Stone repository monitor.

When you are ready to end the GemStone session, you can log out of GemStone
and exit Topaz by in one step by invoking the Topaz exit command:

topaz 1> exit

To Troubleshoot Session Login Failures

Several factors may prevent successful login to the repository:

= Your GemStone key file may establish a maximum number of user sessions
that can simultaneously be logged in to GemStone. (Note that a single user
may have multiple GemStone sessions running simultaneously.) The limit
itself is encoded in $GEMSTONE/sys/gemstone . key, but you can examine
the comment in that file. For example:

# Stone Session limit: 10

< The GemStone configuration option STN_MAX_SESSIONS (page 400) can
restrict the number of logins to fewer than a particular key file allows. An entry
in the Stone log file shows the maximum at the time the Stone started. By
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default, the Stone log file is SGEMSTONE/ data/gemStoneName . 10g. Look for a
line like this in a box:

SESSION LIMIT: Maximum number of concurrent sessions: 64

The GemStone configuration option SHR_PAGE_CACHE_NUM_PROCS

(page 388) restricts the number of sessions that can attach to a particular
shared page cache. This number can be different on each node, depending on
the configuration file that is read by the process that starts the cache. On the
node where the Stone runs, one of this number is used by the Stone, the shared
page cache monitor, each GcGem (garbage collection) session, each Stone AIO
page server, the page manager, the SymbolGem, and each free frame page
server. On other nodes, the Stone’s page server and the shared page cache
monitor each use one. For details, see “To Set the Page Cache Options and the
Number of Sessions” on page 15. Check the Stone’s log for warnings that the
value requested for SHR_PAGE_CACHE_NUM_PROCS has been adjusted to
match your system’s configuration.

The UNIX kernel must provide one semaphore for each session that wants to
attach to the shared page cache. See “Reviewing Kernel Tunable Parameters”
on page 14.

The UNIX kernel file descriptor limit can restrict the number of sessions, and
GemsStone executables attempt to raise that limit. For information, see the
discussions of “Estimating File Descriptor Needs” on page 13 (for the Stone)
and page 55 (for Gems). On some operating systems, you can examine the
kernel limit by invoking limit.

The owner of the Gem or a linked application process must have write access
to the extent file and to the shared page cache. Use the UNIX command ipcs -m
to display permissions, owner, and group for shared memory. For example:

server% Ipcs -m
IPC status from <running system> as of Mon Aug 25
16:21:08 PDT 2008

T ID KEY MODE OWNER GROUP
Shared Memory:
m 25089 0x4c000ed5 --rw-rw---- gsadmin users

Typical problems occur with linked applications, which may be installed
without the S bit and therefore rely on group access to the shared page cache
and the repository.

If the session is using a separate (RPC) gem process — even on the same node
— see “Troubleshooting Remote Logins” on page 94.
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The error numbers printed as part of a log message are defined in the file
$GEMSTONE/ include/gcierr._ht and inthe Programming Guide for GemStone/S
64 Bit.

4.5 How to Identify Sessions Logged In

Privileges required: SessionAccess.

To identify the sessions currently logged in to GemStone, send the message
System class>>currentSessionNames. This message returns an array of
internal session numbers and the corresponding Userld. For example:

topaz 1> printit
System currentSessionNames
%

session number:
session number:
session number:
session number:
session number:

Userld: GcUser
Userld: GcUser
Userld: SymbolUser
Userld: DataCurator
Userld: DataCurator

o0~ |WIN

The session number can be used with other System class methods to stop a
particular session or to obtain its UserProfile. See stopSession:aSessionld,
terminateSession:aSessionld timeout:seconds and
userProfileForSession:aSessionld.

NOTE
Be aware that it may take as long as a minute for a session to terminate
after you send stopSession:.If the Gem is responsive, it usually
terminates within milliseconds. However, if a Gem is not active (for
example, sleeping or waiting on 1/O), the Stone waits one minute for it
to respond before forcibly logging it out. You can bypass this timeout by
sending terminateSession:timeout:

The method System class>>descriptionOfSession:aSessionld returns an
array of descriptive information by which you can trace the session name to a
particular person: the second element shows the operating system process id (pid),
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and the third element shows the name of the node on which it is running. In this
example, the DataCurator session is running on “nodel” as pid 3010:

topaz 1> printit
System descriptionOfSession: 2
%
an Array
#1 an UserProfile
#2 3010
#3 nodel

For details about these methods and the information returned, see the class and
method comments in the image.

4.6 How to Shut Down the Object Server and NetLDI

Privileges required: SystemAccess and SystemControl.

To shut down GemStone from UNIX, first make sure that all user sessions have
logged out. One way to find out about other user sessions is to send the message
currentSessionNames to System. For example, using Topaz:

topaz 1> printit
System currentSessionNames
%

session number:
session number:
session number:
session number:
session number:

Userld: GcUser
Userld: GcUser
Userld: SymbolUser
Userld: DataCurator
Userld: DataCurator

oA~ |WIN

After all user sessions have logged out, use the stopstone command, which
performs an orderly shutdown in which all committed transactions are written to
the extent files.

% stopstone [gemStoneName] [-i]

If you do not supply the name of the Stone repository monitor, stopstone
prompts you for one. The default name during startup was gs64stone. If
necessary, use gslist (page 415) to find the name.

The -i option aborts all current (uncommitted) transactions and terminates all
active user sessions. If you do not specify this option and other sessions are
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logged in, GemStone will not shut down and you will receive a message to that
effect.

stopstone prompts you to supply a GemStone username and password. The
user must have the SystemControl privilege (initially, this privilege is granted
to SystemUser and DataCurator). For details about user accounts and
privileges, see Chapter 5.

There is a similar command to shut down the NetLDI network service.

% stopnetldi [netLdiName]

For more information about the stopstone and stopnetldi commands, refer to
Appendix B, “GemStone Utility Commands.”

If you are logged in to a GemStone session, you can invoke
System class>>shutDown, which also requires the SystemControl privilege.

CAUTION
If you must halt a specific Gem session process or GemStone server
processes, be sure to use only Kill or kill -term so that the Gem can
perform an orderly shutdown.

Do NOT use kill -9 or another uncatchable signal, which may not result
in a clean shutdown or may cause the Stone repository monitor to shut
down when you intended to Kill only a Gem process. If for some reason
you need to send Kill -9 to a shared page cache monitor, use ipcs and
ipcrm to identify and free the shared memory and semaphore resources
for that cache. If you send Kkill -9 to a Stone, use ipcs to determine
whether ipcrm should be invoked.
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4.7 How to Recover from an Unexpected Shutdown

GemsStone is designed to shut down in response to certain error conditions as a
way of minimizing damage to the repository. If GemStone stops unexpectedly, it
probably means that one of the following situations has occurred:

= Disk failure

= Shared page cache monitor failure
= Fatal error detected by a Gem

= File system corruption

= Power failure

= Operating system crash

When GemStone shuts down unexpectedly, check the message at the end of the
Stone log file to begin diagnosing the problem. Unless you specified another file
on the startstone command line, the Stone log is
$GEMSTONE/data/gemStoneName.log.

The $GEMSTONE/data directory also contains log files for the Stone child
processes. The child processes have log names formed from gemStoneName, the
process id, and a descriptive abbreviation. For instance:

gs64stone.log Stone repository monitor
gs64stone_14033admingcgem. log Admin GcGem
gs64stone_2963pcmon. log Shared page cache monitor
gs64stone_2967pgsvrff.log Free Frame page server
gs64stone_2984pgsvraio.log AIlO page server
gs64stone_2987pagemanager . log Page Manager

gs64stone_2992reclaimgcgemO-6. 1og Reclaim GcGem
gs64stone_2994symbolgem. log SymbolGem

Once the problem is identified, your recovery strategy should take into account the
interdependence of GemStone system components. For instance, if an extent
becomes unavailable, to restart the system and recover you may have to kill the
Stone repository monitor if it is still running. The stopstone command won’t work
in this situation, since the orderly shutdown process requires the Stone to clean up
the repository before it stops.

September 2009 GemSto