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Preface

About This Manual

This manual provides information that is useful for configuring and administering a
GemStone/S 64 Bit™ installation. This includes configuring GemStone installations, both
new systems and systems that have grown or whose requirements have changed; how to
keep a GemStone system running smoothly, including recovering from problems and
troubleshooting; and information helpful in tuning each of the subsystems that allow
GemStone to operate efficiently and seamlessly.

The details of installing GemStone software, and upgrading from earlier versions, is
described in detail in the Installation Guide, which are platform-specific. Refer to these
guides for information on tuning your OS parameters for most efficient use of GemStone.

This manual is intended for users that are at least somewhat familiar with using Smalltalk
and the Topaz programming environment to execute GemStone Smalltalk code. It also
assumes some familiarity with UNIX.

You should have the GemStone system installed on your host computer, as described in
the GemStone/S 64 Bit Installation Guide for your platform.

Terminology Conventions

The term “GemStone” is used to refer to the server products GemStone/S 64 Bit and
GemStone/S, and the GemStone family of products; the GemStone Smalltalk
programming language; and may also be used to refer to the company, now GemTalk
Systems, previously GemStone Systems, Inc. and a division of VMware, Inc.
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Typographical Conventions

This document uses the following typographical conventions:

4

Smalltalk methods, GemStone environment variables, operating system file names and
paths, listings, and prompts are shown in monospace typeface.

Responses from GemStone commands are shown in an underlined typeface.
Place holders that are meant to be replaced with real values are shown in italic typeface.
Optional arguments and terms are enclosed in [square brackets].

Alternative arguments and terms are separated by a vertical bar ( | ).

Executing the Examples

The GemStone server is not accessed directly; you must login using Topaz, GemBuilder,
or another interface in order to execute code. Topaz is GemStone’s command-line
interface, and the examples in this manual are primarily presented as executable Smalltalk
code in Topaz.

Most of these examples may also be executed in GemBuilder or another interface to
GemStone; some exceptions are noted in the text. Some details of the display of returned
values may be vary depending on the interface used.

Refer to the Topaz Programming Environment for more information on Topaz, including
establishing a Topaz login and entering and executing commands.

Technical Support

Support Website

gemtalksystems.com

GemTalk’s website provides a variety of resources to help you use GemTalk products:

»

»

Documentation for the current and for previous released versions of all GemTalk
products, in PDF form.

Product download for the current and selected recent versions of GemTalk software.

Bugnotes, identifying performance issues or error conditions that you may encounter
when using a GemTalk product.

Supplemental Documentation and TechTips, providing information and instructions
that are not in the regular documentation.

Compatibility matrices, listing supported platforms for GemTalk product versions.

We recommend checking this site on a regular basis for the latest updates.

GemTalk Systems
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Help Requests

GemTalk Technical Support is limited to customers with current support contracts.
Requests for technical assistance may be submitted online (including by email), or by
telephone. We recommend you use telephone contact only for urgent requests that require
immediate evaluation, such as a production system down. The support website is the
preferred way to contact Technical Support.

Website: techsupport.oemtalksystems.com

Email: techsupport@gemtalksystems.com
Telephone: (800) 243-4772 or (503) 766-4702
Please include the following, in addition to a description of the issue:

» The versions of GemStone/S 64 Bit and of all related GemTalk products, and of any
other related products, such as client Smalltalk products, and the operating system and
version you are using.

» Exact error message received, if any, including log files and statmonitor data if
appropriate.

Technical Support is available from 8am to 5pm Pacific Time, Monday through Friday,
excluding GemTalk holidays.

24x7 Emergency Technical Support

GemTalk offers, at an additional charge, 24x7 emergency technical support. This support
entitles customers to contact us 24 hours a day, 7 days a week, 365 days a year, for issues
impacting a production system. For more details, contact GemTalk Support Renewals.

Training and Consulting

GemTalk Professional Services provide consulting to help you succeed with GemStone
products. Training for GemStone/S is available at your location, and training courses are
offered periodically at our offices in Beaverton, Oregon. Contact GemTalk Professional
Services for more details or to obtain consulting services.

GemTalk Systems 5


http://techsupport.gemtalksystems.com

GemStone/S 64 Bit 3.7 System Administration Guide

GemTalk Systems



Table of Contents

Chapter 1. Administration of the GemStone/S Environment 21
1.1 Basic GemStone/S 64 Bit Architecture. . . . . . . ... .. ... ... ... ...... 22
1.2 Starting GemStone and LoggingIn . . . . .. .. ... ... . L L oL 23

Stone. . . . . . 23
Shared PageCache . . . . . ... ... ... .. .. .. .. .. .. .. .. .. ... 24
NetLDI. . . . ... 25
LogginginGem Sessions . . . . . . ... ... ... ... ... 0 25
NRS (Network Resource String) . . . . ... .. ... ... .. ... ... ... 26
1.3 Authentication and Authorization. . . . . . ... ... ... . L L L oL 27
GemStone Userldsand login . . . ... ... ... .. ... ... ....... 27
Authorizationto AccessData. . . . ... ... ... ... ... o L L. 27
File access and authorization . . . . .. ... ... ... ... ... ... .. .. 27
1.4 Transactions and commitrecords . . . .. .. ... ... .. ... .. .. .. .. ... 28
Object snapshot views . . . . . .. .. .. . L 28
Session transactional state. . . . . . .. ... L. L Lo Lo Lo 28
Commitrecords. . . . .. ... .. ... ... 29
1.5 Filesand Directories . . . . . . . .. ... ... L 29
GemStone Installation . . . . . . .. ... L L L Lo 29
Lockfiledirectory . . . . ... ... .. ... 30
Extents, Tranlogs, and diskspace. . . . . ... ... ... ... ... .. ..... 30
Disk Usage for Extents and Transaction Logs. . . . . ... ... ......... 31
Process Log Files . . . . . . . . .. . ... 31
System Clock and GemStone times. . . . . . .. .. .. ... ... .. ...... 31
1.6 Options for Configuring. . . . . . ... .. ... .. .. .. .. .. .. . . . 32
Example Configurations. . . . ... ... ... ... ... .. .. .. .. ... 33
1.7 Avoiding risk of Dataloss. . . . . . .. ... ... L L o 35
Recoveryvs.Restore. . . . .. ... ... ... ... ... . 35
Developing a Failover Strategy . . . . . . .. .. ... ... ... .. .. ..... 35
1.8 Running a Second Repository . . . .. ... ... ... ... ... o L. 36

GemTalk Systems 7



GemStone/S 64 Bit 3.7 System Administration Guide

Chapter 2. Configuring the GemStone Server 37
21Server Components. . . . . . . . ... 37
The Server ConfigurationFile . . . . . ... .. ... ... ........... 38
Beforeyoubegin. . . . . .. ... 38
Number of User Sessions. . . . . .. ............ ... ....... 39

Shared PageCache . . . . ... ... ... ... .. .. .. .. .. .. .. .. ... 39

2.2 Configuring Extents and TransactionLogs . . . . ... ................. 41
Encrypted Extents. . . . . . ... .. .. ... 41
Recommendations About Disk Usage . . .. .. .. ... ... .......... 41
Configuring the Repository Extents. . . . . .. ... ... ... .......... 42
Configuring the TransactionLogs. . . . . .. ... ... ... . .......... 48

How To Set Up aRaw Partition . . . ... ...... ... ... .......... 50

Sample Setup for Extent on Raw Partition . . . . ... ... .. ... ... ... .. 50
Changing Between Files and Raw Partitions. . . . . ... ... .. ... ... .. 51

Server Response to Gem Fatal Errors . . . . .. ... ... ... .......... 52

2.3 How To Access the Server Configurationat Run Time. . . . . .. ... ... .. ... 53
To Access Current Settingsat RunTime . . . . .. ... ......... ... .. 53

To Change Settingsat Run Time. . . . . . ... ... ... ... ... ....... 53

2.4 Tuning Server Performance . . . . . . . .. ... .. .. ... . 55
Tuning the Shared PageCache . . . . ... ... ... ............... 55
Controlling Checkpoint Frequency . . . . . .. ... ... ... ... ....... 56

Tuning Page Server Behavior . . . . ... ......... ... ... ... .... 56
Running Cache Warming. . . . ... ... ... ... ... ..... ... .... 58
Chapter 3. Configuring Gem Session Processes 61
310verview . . ... 61
Linked and RPC Applications . . . . . . . .. ... .. .. ... 62

The Session Configuration File . . . .. ... ... ... .. .. .. .. ... .. 63

3.2 ConfiguretheGem Host. . . . . ... ... ... .. .. .. .. .. . L 63
Local vs.Remote. . . . .. ... ... ... .. ... ... .. . 63

Gem Memory Requirements. . . . ... ... ... ... ... ... . .. 64
Additional Configuration for Remote Gems . . . . ... ... ... . ... .... 64

3.3 Set the Gem ConfigurationOptions . . . . . ... ... ... ... ... ........ 65
Configure Temporary ObjectSpace. . . . . . ... ... ... ... ... ..... 65
Configure SSL for remote Gem sessions . . . . . . ... ... ........... 65
NativeCode . . . . . ... ... . 65

3.4 How To Access the Configurationat RunTime. . . . .. .. ... ... ... ..... 66
To Access Current Settingsat RunTime . . . . . ... .. ... .......... 66

To Change Settingsat RunTime. . . . . . ... ... ... .. .. .. .. ..... 66
Chapter 4. NetLDI and Interprocess Access 69
4TOVerview . . . ... 69

8 GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide

Administrative useraccount . . . ... ... L L L L L L oL 70

Login Parameters and Gem process . . . . . .. ... ... .. .. ........ 70
42TheNetLDIL. . . . . . .. e 71
NetLDIPortsand Names . . . . . .. ... ... ... ... ... ......... 71

43 NetLDI configuration . . . . . .. .. .. ... ... .. ... ... .. . 73
Configuration Decisions . . . . . ... ... ... ... ... .. .. .. .. .... 73

Setting up the NetLDI Configuration . . . ... .. ... ... .......... 76

44 FilePermissions . . . . ... ... ... 78
Shared Page Cache . . . . . .. .. ... .. .. .. .. ... 80

File Permissions for Other Files and Directories . . . . . ... ... ... .... 80
45Linked Gem Sessions . . . . . ... ... 81
Chapter 5. Connecting Distributed Systems 83
510verview . . . .. e 83
Network. . . .. ... . 85
GemStone NetLDIs. . . . ... ... .. .. .. .. .. . . 85
NRSSyntax . . . . . ... 85

Stone. . . . . ... 86
Connectingtothe RPCGem. . . . .. ... ... ... ... ... ......... 86

Shared PageCache . . . . . .. ... ... ... .. .. .. .. .. .. . ... 86
GemStone PageServers . . . . ... ... . L o 87
PortuseinGemStone . . . .. .. ... ... . .. .. .. o 87
Disrupted Communications. . . . . . ... ... ... . L L L L 88

5.2 Configuring GemStone on Remote Nodes . . . . .. ... ... ... ... ... .. 88
Local Gemsonly . . ... ... ... . ... .. .. ... 88
RemoteGems . . . . ... ... ... . .. .. 88
Configuration Examples. . . . . . ... ... ... .. 89

RPC Application on a Remote Node with Remote Gem . . . . .. .. ... ... 92

RPC Application, Gem, and Stone on ThreeNodes . . . . . ... ... ... .. 93
Distributed System with a Mid-Level Cache . . . . ... ... .......... 94

5.3 Troubleshooting Remote Logins . . . . . .. ... ... ... .. ... ......... 96
How the Login Process starts Session Processes . . . . .. ... ... ...... 97

If YouStill Have Trouble . . . . .. ... ... ... . .. . 99
Chapter 6. Running GemStone 103
6.1 Starting the GemStone Server. . . . . . ... ... ... .. .. L o L 103
ToStartGemStone . . . . . .. ... ... .. 104

To Troubleshoot Stone Startup Failures . . . . . ... ... . ... ........ 105

Listing Running Servers . . . . ... ... ... ... ... ... ... ... ... 108

Cache Warming. . . . . . . ... ... .. . .. 108
6.2StartingaNetLDI . . . . . ... ... L 109
To Troubleshoot NetLDI Startup Failures. . . . . ... ... ... ........ 110

6.3 Running GemStone and NetLDI as services using Linux systemd. . . . . . . .. .. 110

GemTalk Systems 9



GemStone/S 64 Bit 3.7 System Administration Guide

6.4 Starting a GemStone Session. . . . . .. ... Lo Lo L oL 110
To Define a GemStone Session Environment . . . .. ... ... ... ... .. 111

To Starta Linked Session. . . . ... .. .......... ... ... ... ... 111
ToStartanRPCSession . . . . ... ... ... ... ... ... ... ...... 112

To Troubleshoot Session Login Failures . . . .. .. ... ... ......... 113
Identifying and Stopping Logged-inSessions . . . . . .. ... ... ...... 114

6.5 Shutting Down Sessions, the Object Server, and NetLDI. . . . . .. ... ... ... 116
Stopping Logged-inSessions. . . . . ... ... ... ... oo L. 116
StoppingtheStone . . . .. .. .. ... ... 116
Stoppingthe NetLDI . . . . .. ... .. ... ... ... ... ... ... ... 117

Using OSKkill. . . .. .. .o 117
Handling “Zombie” Sessions . . . . ... ... ... ... ... ... ... ... 117

6.6 Logins withouta stonerunning. . . . . ... ... ... .. ... ........ 118
6.7 Recovering from an Unexpected Shutdown. . . . ... ... ... ... ....... 119
Automaticrecovery. . . . . ... Lo L 119
Cleanshutdown. . . . . ... ... .. .. .. .. .. .. . 120

Disk failure or file system corruption. . . . . ... ... ... .. L. 120

Shared Page Cacheerror . . . . .. ... ... ... ... ............. 121

Fatal error detected byaGem . . . . . ... ... ... ... ... .. .. 121

Out of disk space for extents or transactionlogs. . . . . ... ... ... .... 121
Othererrors . . . ... ... ... .. . .. .. 122
Chapter 7. Monitoring GemStone 123
71 GemStone Process Logs . . . . . . . ... L L 124
Findinglogfiles . . . . . ... ... ... ... ... .. .. .. . . 124
StoneLog. . . .. ... ... . 125

Shared Page Cache Monitor Log. . . . .. .. ................... 126
AdminGem Log. . . . . .. ... .. .. 126
ReclaimGemLog . . . . . . .. .. .. . . 127
PageManagerLog . . . . ... ... . ... ... 127
SymbolGemLog . . ... ... ... . ... 127
NetLDILog . . .. ... .. ... 128

Gem Logs and logs related to Gem Sessions . . . . . ... ... ......... 128
Further control over log file locationandname . . . . . ... ... ... .... 130
Logsender and logreceiver Logs. . . . . . .. .. ... ... ... .. .. .. .. 130
OtherLogFiles . . . . . . .. . . .. . .. .. . 131
Summary of GemStone Process Log Behaviors . . . . .. ... ......... 131
Managinglogfiles. . . . .. ... ... Lo 132
Localizing timestamps inlogfiles. . . . . .. .. ... ... ... .. ...... 133
Programmatically adding messagestologs . . . . ... ... .......... 134

7.2 Repository Page and Object Audit . . . . . ... ... ... ... ... ........ 134
Page Audit. . . . ... ... . 134

Object Auditand Repair . . . . .. .. .. ... ... .. . L L 136

7.3 Profiling Repository Contents. . . . . . ... ... ... ... .. ........... 138
7.4 Monitoring Performance. . . . . . ... .. ... L Lo L o 140

10 GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide

Statmonitorand VSD. . . . . .. ... o L 140
Programmatic Access to Cache Statistics . . . . ... .. ... .......... 140
HostStatistics. . . . .. ... ... ... . 146
Memory Statistics in with NetLDI in authenticated mode on Linux . . . . . . . 147
Monitoring with Prometheus . . . . . .. .. ... ... .. . . oL L. 148
Chapter 8. User Accounts and Security 149
81GemStone Users . . . . . .. .. ... ... 149
UserProfiles . . . . . . ... ... .. . . 149
AllUsers . . . . . . .. 150

Special System Users. . . . .. .. .. ... .. .. ... 150
UserProfileData . . . . ... .. ... ... ... ... ... ... . .. ... .. 152
DeletedUserProfile and AllDeletedUsers . . . . . ... ... ... ........ 158

8.2 UserProfileGroups . . . . . . . . .. . . 159
AllGroups . . . . . . .. 159

Groups for object authorization. . . . . .. ... ... ... . . 0L, 160
Createagroup . . . .. ... ... . ... .. . e 160
Deleteagroup . .. . ... .. .. ... 160

8.3 Creating and Removing Users . . . . . .. .. .. ... ... ... ... ....... 160
Creating Users . . . .. ... ... ... . ... ... .. ... . . 161
Removing Users . . ... ... ... ... ... ... ... ... 161

Users and Group membership . . . . . ... ... ... ... .. ......... 162

8.4 Administering Users. . . . . . . .. .. .. L e 163
List Existing Users . . . . . . . . .. ... ... .. . 163
Modifying the Userld . . . .. ... ... ... ... .. .. .. .. ... 164
Modifying Password . . . . . ... ... .. ..o 164
Modifying defaultObjectSecurityPolicy . . . . . .. ... ... ... ... .... 165
Modifying Privileges. . . . . . . . .. .. L 166
Modifying SymbolLists . . . . .. .. .. . L 167

Disable and Enable User Logins . . . . . .. .. ... ... ............ 169

Disable and Enable Commitsby User . . . . ... ... ... ... ........ 171

8.5 Configuring GemStone Authentication . . . . .. .. ... ... ... ... ...... 172
Configuring GemStone Login Security. . . . . . ... ... ... ... ...... 172
Limiting Choice of Passwords . . . . ... ... ... ... ... .. .. ..... 172
Disallowing Particular Passwords . . . . ... ... ................ 174
Disallowing Reuse of Passwords . . . . .. ... .................. 174
Password Aging - Require Periodic Password Changes. . . . . . ... ... .. 175
Account Aging - Disable Inactive Accounts. . . . . ... ... ... ... ..., 177
Enabling Account Aging and lastLoginTime . . . . .. ... ... ... ... .. 178

Limit Logins Until Password IsChanged . . . . . .. ... .. .. .. ...... 178

Limit Concurrent Sessions by a Particular Userld . . . . ... ... ... . ... 179

Limit Login Failures . . . . ... ... ... .. .. .. .. .. .. .. .. .. ... 179

8.6 Configuring UNIX Authentication. . . . . . .. ... ... ... ............ 179
8.7 Configuring LDAP Authentication . . .. .. ... ... ... ... .. .. .. ... 180
LdapDirectoryServers for authenticated binds . . . . . . ... ... ... ..., 182

GemTalk Systems 11



GemStone/S 64 Bit 3.7 System Administration Guide

Special note on Environment variables in root NetLDImode . . . . . . . . .. 184

8.8 Configure SingleSignOn Authentication. . . . . ... ................. 184
Kerberosconcepts. . . . . . . ... . . 184
KerberosPrincipal and AllKerberosPrincipals . . . . . ... ... ... ... .. 185

Setting up Kerberos Authentication in GemStone. . . . .. .. ... ... ... 185

Using Groups to authenticate with Kerberos . . . . .. ... ... ... .. .. 187
KerberosPrincipal available toallusers. . . . . . ... .............. 187

8.9 O0ne-time passwords . . . . . . ... 188
Creating and Using a one-time password . . . . ... ... ... ........ 188
One-time passwords for other UserProfiles . . . .. . ... .. ......... 189

810 Tracking User Logins . . . . . . .. ... ... ... .. .. .. .. .. .. .. ... 190
Loginlogging . . . . .. .. ... .. ... 190

8.11 Performing specific operationsonLogin . . . . . .. ... ... .. ... ...... 191
Chapter 9. Managing Repository Space 193
9.1The Repositoryand Extents . . . . .. ... ... ... .. ... ... ... .... 194
Repository Growth . . . .. ... ... ... .. . o 194

How To Check FreeSpace . . . . . . ... ... ... ... .. .. ...... 194

9.2 Adding and Removing Extents . . . . . ... .. .......... ... ... ... . 195
To Add an Extent While the Stone is Running. . . . . .. ... ... ... ... 196
ToRemoveanExtent. . . ... ........... .. .. ... .. ...... 197

9.3 Reallocating Existing Objects Among Extents. . . . . ... .............. 198
To Reallocate Objects Among a Different Number of Extents . . . . . . .. .. 198

To Reallocate Objects Among the Same Number of Extents . . . . . . ... .. 199

9.4 Shrinking the Repository. . . . . .. .. .. ... .. . . . 200
9.5 Checking Page Fragmentation. . . . . ... ...... ... .. .. .. .. .. .... 202
9.6 Disk Space and Commit Record Backlogs . . . . . .. ................. 202
Handling signals indicating a commit record backlog . . . . . ... ... ... 203

9.7 Recovering from Disk-Full Conditions. . . . . ... ... .. .. .. ......... 204
Repository full. . . . . .. ... . 204

Keyfile limitsreached. . . . . . .. .. ... ... ... .. .. .. . . .. 206
Chapter 10. Managing Transaction Logs 207
1010verview . . . . ... 207
LoggingModes . . . .. .. ... ... 209
Restoring Transactions to a Restored Backup . . . . . ... ... ... ... .. 211

102 How ToManage Full Logging . . . . . .. ....................... 213
ToArchiveLogs. . . . . .. ... .. .. .. .. . 213
ToAddaLogatRunTime. . . . ... ... ... .. ............... 214

To Force a New TransactionLog . . ... ... ...... ... .. ....... 215

To Initiate a Checkpoint . . . . ... .. ... .. ... L 215

To Change to Partial Logging . . . . . ... ... .. .. .. ........... 216

10.3 How To Manage Partial Logging . . . . . . ... ................... 216

12 GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide

To ChangetoFull Logging . . . . ... ...... .. ............... 216

10.4 How To Recover from Tranlog-Full Conditions. . . . . ... ... .. .. .. ... .. 217
Transaction Log Space Full . . . . ... ... ... .. .. .. .. .. .. .. ... 217
Chapter 11. Making and Restoring Backups 219
IL1O0Verview . . . .. .. 219
Warmand HotStandbys . . . .. .. ... ... .. .. L L 220
Version Compatibility . . . . . ... ... . . L 220
SystemUser password for archived backups . . . . . ... ... ... ...... 221

112 Typesof Backups . . . . . . . . .. .. . . 221
11.3 How To Make an Extent Snapshot Backup . . . .. ... ... ... .. .. ..... 223
Offline Extent Snapshot Backup (Repository is shutdown) . . . . ... ... .. 223

Online Extent Snapshot Backup (Repository is running) . . . . ... ... ... 224

11.4 How To Make a Smalltalk Full Backup. . . . . ... ... ... ... ... ..... 226
Performance Optimization . . . ... ... ... ... ... ............ 229
Monitoring and Verification. . . . . . .. ... ... . o o oL 230

11.5 How to Restore from Backup . . . . . ... ... ... ... ... ... .. ... ... 231
Restoring from an Extent Snapshot Backup. . . . . ... ... ... ... . ... 232
Restoring fromaFullBackup . . . . .. ................ ... .... 235

11.6 How to Make and Restore a Secure Backup . . . . . ... ... ... .. ... .... 238
Creatingasecurebackup . . . . ... ... ... ... .. ... . ... 239
Restoring asecurebackup. . . . .. ... ... .. oL oo 241
Verifying the digital signature . . . . .. .. ... ... . 000000 242

11.7 How to Restore TransactionLogs. . . . . . ... ...... ... ........... 244
Process for Restoring TransactionLogs . . . . . ... ... .. .. .. ...... 244
Finalize by commitRestore . . . . ... ... ... ... ... ... ... ..., 246

11.8 Special Cases and ErrorsinRestore. . . . . . . ... ... ... ... ... ...... 246
Missing or Corrupted Objects in Full Backup. . . . .. ... ... ... . ... 246
Restoring Logs up to a SpecificLog . . . .. .. ... ... ... .. .. ..., 247
Restoring Logstoa Pointin Time . . . .. ... ... ............... 248
Precautions When Restoring a Subset of Transaction Logs . . . . .. ... ... 249

Errors While Restoring TransactionLogs . . . . ... ... .. ... ... .... 251
Recovering from File System Problems . . . . . ... ... ..... ... .... 252

Restore from Programmatic Backup specifying SystemUser password . . . . . 253
Chapter 12. Encrypted Extents and Transaction Logs 255
1210vVerview . . . . ... 255
122 Encrypted Extents . . . . . . ... L L 256
Example Setting up Encrypted Extents . . . ... ... ... ... .. ..... 258

12.3 Encrypted Extents with Backupand Restore . . . . ... ............... 259
Restoring Backups . . . . . .. ... ... L 259
Restoring transactionlogs. . . . . . . .. ... .. . L L L L L oL 259

Page Audit . . . .. ... .. 261

GemTalk Systems 13



GemStone/S 64 Bit 3.7 System Administration Guide

HotStandby . . . . . . . ... .. . 261

12.4 Modifying Encrypted Files . . . . . . . ... ... ... .. ... ... ... ... . 262
Examples. . . . . . . 262
Chapter 13. Warm and Hot Standbys 265
I31O0Verview . . . . ... 265
132WarmStandby . . . . . ... 266
Setup and runthe warmstandby . . . . . ... ... ... o o0 oL 266
Activate the warm standby in case of failure in the primary. . . . . . ... .. 267

133 HotStandby . . . . . ... 268
Hotstandby processes . . . . . ... .. ... ... ... 268
Continuous Restore Mode . . . . ... ... ... .. .. .. .. .. .. .. ... 270
Transaction Record Transmittal . . . . . ... ................... 270
Multiple standby repositories . . . . . .. ... oL L oL 271

To setup and run the hotstandby . . . . . . ... ... ... ... .. .. .. 273
Activating hot standby when master system isnotusable. . . . . . ... ... 274
Controlled failover with immediate rolereversal . . . . . ... ... ... ... 275
Upgradeviahotstandby . . . . .. .. .. ... . . L L o Lo 276
ConnectingusingSSLMode . . . . . .. ... ... . . L L L. 276
Handling encrypted extents on the masterStone . . . . . . ... ... ... .. 277

Added transaction logs to themaster. . . . . ... ... .. .. ... ... .. 278

13.4 Tuninga Warmor HotStandby . . . . . . ... ... ... .. ............ 278
Tuning Reclaim . . . . ... ... ... ... .. . 279
Chapter 14. Managing Gem Memory 281
141 Memory Organization . . . .. ... ... ... ... .. ... .. .. .. ... ... 281
14.2 Configuring Temporary Memory Usage . . . . . ... ... ............. 282
ConfigurationOptions . . . . . ... .. ... ... .. .. .. .. ... 283
Methods for Computing Temporary Object Space . . . . ... ... ... ... 283
Debugging out-of-memory errors. . . . . . . .. ... 285
Recording Out of Memory Informationto CSVfile. . . . . ... ... ... .. 286

Signal on low memory condition . . . .. ... ... o o o 0oL 287
Chapter 15. Managing Repository Growth 289
151 BasicConcepts. . . . . . . . ... 289
What Happens to Garbage? . . . . .. ........... ... ... ...... 294
Adminand ReclaimGems . . . . .. ... ... ... ... ... .. ... .. 295

Admin and Reclaim Gem configuration parameters . . . . .. ... ... ... 295
GemStone’s Garbage Collection Mechanisms . . . . . .. ... .. ....... 296
GeLocks. . . . oo 297
Symbol Garbage Collection . . . . .. ... .................... 297

152 MarkForCollection . . . . . .. .. ... .. ... L 298

14

GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide

Impact on Other Sessions . . . . . . ... .. ... ... ... ... ... ... .. 299
Scheduling markForCollection . . . . . ... .................... 299

15.3 Epoch Garbage Collection . . . . . . . ... ... ... .. .. .. .. .. ... 300
Running Epoch Garbage Collection . . . .. . ... .. .. .. ... ....... 300

Tuning Epoch. . . . . . ... . 301
CacheStatistics . . . . . . ... ... . 305

154 Reclaim. . . ... ... 306
Tuning Reclaim. . . . . . ... .. . . L 307
CacheStatistics . . . . .. .. .. ... .. 309

15.5 Running Admin and ReclaimGems . . . . . ... ... .. ... .. ........ 310
StartingGeGems . . . . . . ... L 311
Stopping GeGems . . . . . . . ... L 311
Adjusting the number of Reclaim sessions . . . . . ................ 312

15.6 Further Tuning Garbage Collection. . . . . . ... ... ... .. ... ........ 312
Multi-Threaded Scan. . . . .. ... ... ... .. .. ... . o 312
Identifying Sessions Holding Up Voting . . . . ... ............... 314

Tuning Write Set UnionSweep . . . . . . ... ... ... ... ... ... .. 315
Identifying Sessions Holding Up Page Reclaim. . . . . . ... .. ... ..... 315
Finding References to Objects that prevent garbage collection . . . . . . .. .. 316
Finding large objects that are using excessivespace . . . . . . .. ... ... .. 318
Appendix A. GemStone Configuration Options 321
A.1 GemStone Configuration Parameters. . . . . .. .. .. ... ... . . L ... 321
Naming Conventions for Configuration Options. . . . . . ... ... ... ... 322
ConfigurationFiles. . . . . . . ... ... .. ... . L o 322
ConfigurationSyntax . . . . ... ... ... ... ... . L 324

A.2 How GemStone Processes Find Configuration Files . . . . ... ... ... ... .. 325
Stone configurationfiles. . . . .. .. .. L L L oL oL o 326

Linked Gem configurationfiles. . . . . ... ... ... ... .. .. ... ..., 327

RPC Gem ConfigurationFiles. . . . . . ... ............. ... .... 329
SystemGems . . . . ... . ... e 330
Determining which Configuration Filesareused. . . . . .. ... ... .. ... 330

A3 Other Gem customizations. . . . . .. ... ... ... ... .. ... ......... 331
A4 ConfigurationOptions . . . . . .. .. .. ... ... 333
CONFIG_WARNINGS_FATAL . .. ... ... ... ... ... .. ... 333
DBF_ALLOCATION_MODE . . . . ... ... ... . . . 333
DBF_EXTENT_NAMES . . . . . ... .. . . 333
DBF_EXTENT_SIZES . . . . . . . ... . i 334

DBF PRE_.GROW . . . . ... . e 334
DUMP_OPTIONS . . . . .. . e 335
GEM_ABORT_MAX_CRS. . . . ... ... e 335
GEM_CACHE_WARMER_ARGS . . .. ... ... ... ... ... ..... 335
GEM_CACHE_WARMER_MID_CACHE_ARGS ... .............. 336
GEM_ENV. . . . 336
GEM_COMPRESS_TRANLOG_RECORDS . . . . .. ............... 336

GemTalk Systems 15



GemStone/S 64 Bit 3.7 System Administration Guide

16

GEM_FREE_FRAME_CACHE_SIZE . . . . . . . . ... . . .. 337
GEM_FREE_FRAME_LIMIT. . . . . . .. ... . . . . . 337
GEM_FREE_PAGEIDS _CACHE . ... ... ... . . ... ... ... ... 337
GEM_HALT ON_ERROR . . . . . . . . . et 338
GEM_KEEP_MIN_SOFTREFS. . . . . . . . . . . . e .. 338
GEM_KERBEROS_KEYTAB_FILE . . ... ... ... ... . ... ....... 338
GEM_KEYRING_DIRS . . . . . . . e e e e e, 338
GEM_LISTEN_FOR_DEBUG . . . . ... ... . . . ... 338
GEM_MAX_SMALLTALK_STACK_DEPTH ... ................ 339
GEM_NATIVE_CODE_ENABLED . . . ... ... ... ... .. ........ 339
GEM_PGSVR_COMPRESS_PAGE_TRANSFERS . . . . ... ... ....... 339
GEM_PGSVR_FREE_FRAME_CACHE SIZE . . . . ... ... ......... 340
GEM_PGSVR_FREE_FRAME_LIMIT. . . . ... . ... ... ... ....... 340
GEM_PGSVR_UPDATE_CACHE_ON_READ . .. ............... 340
GEM_PGSVR_USE_SSL . . . .. . . . e e e 341
GEM_READ_AUTH_ERR_STUBS . .. ... ... ... ... ... ....... 341
GemRemoteCommit . . . . . . .. .. . .. ... 341
GEM_REPOSITORY_IN_MEMORY . . . ... . .. i 341
GEM_RPC_KEEPALIVE_INTERVAL . ... .. ... ... . ... ... ... 342
GEM_RPC_USE_SSL . . . . . . . . e e e e 342
GEM_SOFTREF_CLEANUP_PERCENT MEM . . ... ... .......... 342
GEM_SOLO_EXTENT . . . . . . . . . et e 343
GEM_STATMONITOR_ARGS . . . . . . . et 343
GEM_STATMONITOR_MID_CACHE_ARGS. . . ... ... ... ... .... 343
GEM_TEMPOBJ_AGGRESSIVE_STUBBING . . . ... ... .......... 344
GEM_TEMPOB]_CACHE_SIZE. . . . . ... ... . .. . . .. ... 344
GEM_TEMPOBJ]_CONSECUTIVE_MARKSWEEP_LIMIT. . . ... ... ... 345
GEM_TEMPOB]_MESPACE_SIZE . . . . .. . . .. . .. . . ... 345
GEM_TEMPOBJ_OOMSTATS_CSV . . . .. ... ... .. 345
GEM_TEMPOBJ_OOPMAP_SIZE. . . . . . . ... ... . . . ... 346
GEM_TEMPOBJ_PERMGEN_SIZE . . . . .. ... .. ... ... ........ 346
GEM_TEMPOB]_POMGEN_PRUNE_ON_VOTE. . . ... ... ........ 346
GEM_TEMPOB]_POMGEN_SCAVENGE_INTERVAL . ... ......... 346
GEM_TEMPOB]_POMGEN_SIZE. . . . ... .. .. . .. .. . . ... ... 347
GEM_TEMPOBJ_SCOPES_SIZE. . . . . . . . . . oo it 347
GEM_TEMPOBJ_START_ADDR . . . . ... .. .. ... ... ... . ..... 347
INCLUDE . . . . . e e e 348
KEYFILE . . . . . e e 348
LOG_WARNINGS . . . . . e e e e 348
NETLDI_HostAgentUser_cert. . . . ... ..................... 348
NETLDI HostAgentUser_key. . . . . ... ... ... .. ... ......... 348
NETLDI_PORT _RANGE. . . . . . . . e e et 349
NETLDI_START MIDCACHE . . . . . . . . . . . . i 349
NETLDI_WARMER_ARGS . . . . . . . . . e 349
SHR_NUM_FREE_FRAME_SERVERS . . . . .. .. ... ... .. ....... 350
SHR_PAGE_CACHE_LARGE_MEMORY_PAGE_POLICY . . . ... ... .. 350
SHR_PAGE_CACHE_LARGE_MEMORY_PAGE_SIZE MB . . ... ... .. 351

GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide

GemTalk Systems

SHR PAGE_CACHE_LOCKED . . .. ... . . ... 351
SHR_PAGE_CACHE_NUM_PROCS . . ... ... ... ... ....... 351
SHR_PAGE_CACHE_NUM_SHARED_COUNTERS . . ... ... ... .... 352
SHR_PAGE_CACHE_PERMISSIONS . . . . . ... ... ... .. . ...... 352
SHR_PAGE CACHE SIZE KB. . . . . . .. .. . . i 352
SHR_PUSH_TO_MIDCACHES_THREADS. . . . ... ... .. ......... 353
SHR SPIN_LOCK_COUNT. . . . . . . . e 353
SHR_TARGET_FREE FRAME_COUNT . . ... ... ... .. ......... 353
SHR_WELL_KNOWN_PORT_NUMBER . . . . ... ... ... .. ....... 354
STN_ADMIN_GC_SESSION_ENABLED . . . . .. ... ... .. ....... 354
STN_ALLOCATE HIGH OOPS. . . . ... ... ... . . .. 354
STN_ALLOW_NFS_EXTENTS . . . . . . .. . e 354
STN_ALLOW_NO_SESSION_INIT . . . . .. ... .. e 355
STN_ANONYMOUS_SSL. . . . . . .. s 355
STN_CACHE_WARMER_ARGS. . . . ... .. ... . 355
STN_CACHE_WARMER WAIT_ MODE . . . . ... ... ... ......... 356
STN_CHECKPOINT_INTERVAL . . . ... ... ... .. 356
STN_COMMIT QUEUE_THRESHOLD. . . .. ... .. ............. 356
STN_COMMIT_RECORD_BM_CACHING. . . .. ... ............. 356
STN_COMMIT_RECORD_QUEUE SIZE. . . . .. ... ............. 357
STN_COMMIT_TOKEN_TIMEOUT. . . . . ... .. ... ... ......... 357
STN_COMMITS_ASYNC . . . . . . e e 357
STN_CR_BACKLOG_THRESHOLD. . . .. .. ... ... ... . ...... 357
STN_DISABLE_LOGIN_FAILURE_LIMIT . . . .. ... ............. 357
STN_DISABLE_LOGIN_FAILURE_TIME _LIMIT . . ... ... ... ...... 358
STN_DISKFULL_TERMINATION_INTERVAL . . ... ... ... ....... 358
STN_EPOCH_GC_ENABLED . .. ... ... ... ... . . ... . ...... 358
STN_EXTENT_IO_FLAGS . . ... .. . .. i 358
STN_FREE_FRAME_CACHE SIZE . . . . ... ... ... ... . ...... 359
STN_FREE_SPACE THRESHOLD. . . ... .. ... ... ... ....... 359
STN_GEM_ABORT _TIMEOUT. . . . . . . .. . e 360
STN_GEM_INITIAL_TRANSACTION_MODE. . . . .. ... ... ... .... 360
STN_GEM_LOSTOT_TIMEOUT . . . . ... ... ... . ... . .. .... 360
STN_GEM_PGSVR_CONNECT_TIMEOUT . . ... ... ... ......... 361
STN_GEM_PRIVATE_PGSVR ENABLED . . .. ... ... ... ........ 361
STN_GEM_TIMEOUT . . . . . . . . e 361
STN_GROUP_COMMITS . . . . . . . . e 361
STN_HALT_ON_FATAL_ERR. . . . .. ... . ... o 361
STN_LISTENING_ADDRESSES . . . . ... ... ... . . ... ..., 362
STN_LOGIN_LOG_DIR. . . . . ... e 362
STN_LOGIN_LOG_ENABLED. . . . . . ... i 362
STN_LOGIN_LOG_HALT ON_ERROR . ... ... ... ... ... ...... 363
STN_LOGIN_LOG_MAX SIZE. . . . . . . . . 363
STN_LOG_IO_FLAGS. . . . . . .. e 364
STN_LOG_LOGIN_FAILURE_LIMIT . . . . .. ... ... ... .. ....... 364
STN_LOG_LOGIN_FAILURE_TIME_LIMIT . . . . ... ... ... ....... 364
STN_LOOP_NO_WORK_THRESHOLD . ... .. ... ............. 365

17



GemStone/S 64 Bit 3.7 System Administration Guide

18

SIN_MAX_AIO_RATE. . . . .. ... .. . 365
STN_MAX_AIO_REQUESTS . . ... ... ... ... .. ... ...... 365
STN_MAX_GC_RECLAIM_SESSIONS. . . ... ................. 365
STN_MAX_LOGIN_LOCK_SPIN_COUNT . . ... ............... 366
STN_MAX_REMOTE_CACHES. . . ... ......... ... ... .. .... 366
STN_MAX_SESSIONS . . . . .. .. . . 366
STN_MAX_VOTING_SESSIONS . . . . . ... ... ... ... ... . ..... 367
STN_NUM_AIO_WRITE_THREADS. . . ... .................. 367
STN_NUM_GC_RECLAIM_SESSIONS . . ... ................. 367
STN_NUM_LOCAL_AIO_SERVERS . . . ... ...... ... ... ...... 367
STN_OBJ_LOCK_TIMEOUT. . . ... ... .. ... ... .. .. 368
STN_OBJECT_READ_LOG_DIRECTORIES . . . . ... ............. 368
STN_OBJECT_READ_LOG_ENABLED . ... .................. 368
STN_OBJECT_READ_LOG_MAX_FILE_SIZE. . . . ... ............ 368
STN_PAGE_MGR_COMPRESSION_ENABLED . . . ... ........... 369
STN_PAGE_MGR_MAX_WAIT_TIME. . . . ... ....... ... ...... 369
STN_PAGE_MGR_PRINT_TIMEOUT_THRESHOLD . . . .. ... ...... 369
STN_PAGE_MGR_REMOVE_MAX_PAGES . ... ............... 370
STN_PAGE_MGR_REMOVE MIN_PAGES. . . ... .............. 370
STN_PGSVR_PORT_RANGE . . . . ... ... ................. 370
STN_RC_LOOKAHEAD_LIMIT . . ... ..................... 370
STN_REMOTE_CACHE_PGSVR_TIMEOUT . . . ... ............. 371
STN_REMOTE_CACHE_STARTUP_TIMEOUT . ... ............. 371
STN_REMOTE_CACHE_TIMEOUT . . . .. ................... 371
STN_SHR_TARGET PERCENT DIRTY . . . . ... ... ............ 371
STN_SIGNAL_ABORT_AGGRESSIVE. . . . . ... ............... 372
STN_SIGNAL_ABORT_CR_BACKLOG . . . .. ................. 372
STN_SMC_SPIN_LOCK_COUNT. . . .. ... ... ... ... ... ...... 372
STN_STATMONITOR_ARGS . . . . ... ... ... .. . .. 373
STN_STONE_CACHE_STARTUP_TIMEOUT. . . ... ............. 373
STN_SYMBOL GC_ENABLED . . . .. ... ....... ... ...... 373
STN_SYMBOL_GEM_TEMPOBJ_CACHE_SIZE . . .. ............. 374
STN_TRAN_FULL_LOGGING . . . .. ... ... ... ... .. . .. ... 374
STN_TRAN_INCREMENTAL_LOGGING. . . . .. ............... 374
STN_TRAN_LOG_DEBUG_LEVEL. . . ... ................... 374
STN_TRAN_LOG_DIRECTORIES . . .. ... ... ............... 375
STN_TRAN_LOG_LIMIT . ... ... ... .. ... . ... 375
STN_TRAN_LOG_PREFIX. . . . .. ... ... ... .. . .. . ... 375
STN_TRAN_LOG_SIZES. . . . . . . ... . 375
STN_TRANQ_TO_RUNQ_THRESHOLD . . .. ... .............. 376
STN_WELL_KNOWN_PORT_NUMBER . ... ................. 376
A.5 Runtime-only Configuration Options . . . . ... ................... 376
DelayAutoServiceSigAbort. . . . . ... ... ... L Lo 377
GemAutoServiceSigAbort . . . . .. ... Lo L 377
GemCommitConflictDetails . . . . . .. ... ... ... .. ... ...... 377
GemCommitStubsForNpObjects . . . . . ... ... ... ... ... ...... 377
GemConvertArrayBuilder . . . . . . ... ... Lo o L Lo 377

GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide

GemConfigFileNames . . . . . ... ... ... ... ... .. .. .. .. ... 378
GemDebuggerActive. . . . . . . ... L L L 378
GemDropCommittedExportedObjs . . . .. ... ... .. ............ 378
GemExceptionSignalCapturesStack . . . .. .. ... ... ... .. ... ... 378
GemFailSafeNscEnumerate . . . . . . ... ... ... ... . L L L L. 378
LogOriginTime . . . . . . . .. ... ... .. .. 378
StnReverseDns . . . . .. .. .. ... 379
SessionInBackup . . . . . .. . L 379
StnConfigFileNames . . . . . . .. ... ... ... ... ... ... ....... 379
StnCurrentTranLogDirld . . . . .. ... ... . . . oo o 379
StnCurrentTranLogNames . . . . . ... ... .. ... ... ... ........ 379
StnLogFileName . . . . . . .. ... ... ... ... .. 379
StnLogGemErrors . . . . ... .. ... 379
StnLoginsSuspended. . . . . ... ... ... L L L o 379
StnMaxReposSize. . . . . . . . ... L 380
StnMaxSessions. . . . . . ... 380
StnStandbyRole. . . . . . ... 380
StnSunsetDate. . . . . . . . ... . 380
StnTranLogOriginTime . . . . . .. ... ... ... ... ... .. ........ 380
Appendix B. GemStone Utility Commands 381
copydbf . .. 382
Compression of copydbfoutput . . . . ... ... ... .. o0 385
ByteOrder. . . . . ... .. .. 385

Using copydbf to access informationonafile. . . . ... ... .. .. ... ... 385
copydbf with raw partitions. . . . . ... .. ... . L L L L oL 387
copydbf with encrypted backups, extents, and transactionlogs . . . . . .. .. 387
gemnetobject . . . . . ... 388
Custom gemnetobjectscripts . . . . . . ... ... L L L L oL 390

gslist. . . . . 391
Jsonoutput . . ... 394
largememorypages . . . . . . ... 395
netldidebug . . . . .. .. .. 397
pageaudit . . . . .. 398
printlogs . . .. .. 400
pstack . . .o 402
removedbf . . . ... 403
searchlogs . . . . . . . . .. 404
secure_backup_extract . . . . . ... .. L 406
startcachewarmer . . . .. . ... ... L 407
startlogreceiver . . . . . .. ... 409
startlogsender . . . . . ... 411
startnetldi . . . . . ... 413
netldid . . . . .. .. 416
startstone . . . . ... 417
stoned . . .. L 419

GemTalk Systems 19



GemStone/S 64 Bit 3.7 System Administration Guide

statmonitor . . . . ... 420
Statmonitor Compression . . . . . .. ... ... oo 422
Statmonitor Filenames and locations . . . . . ... ... . ... ... ...... 423
Automaticrestart . . . .. ... L Lo o 423
Automatic deletion of older statmonitor files . . . . ... ... ... ... ... 424
Limiting whatisrecorded . . . . . . ... ... ... .. .. . . L. 424

statprom . . ... 427

stoplogreceiver . . . . . . ... 429

stoplogsender . . . . . ... 430

stopnetldi . . . ... 431

stopstone . . . ... 432

topaz . . . . 433

updatesecuredbf . . . ... L 435

verify_backup_with_openssl . . . . .. .. ... .. L L o 437

VSA . 438

waitstone . . ... 439

Appendix C. Network Resource Strings (NRS) 441

ClUsingNRS. . . . ... 441
GsNetworkResourceString. . . . .. . ... ... ... Lo L. 442
GEMSTONE_NRS_ALL . . .. ... . . 442
Arguments tostartnetldi . . . .. ... Lo oo 443
Arguments to gemnetobject . . . . . ... oL Lo L 443
Controlling log file directory locations . . . . . . ... .. .. ... ... ... 443
Controlling log filenames . . . . ... ... ... ... ... .. .. .. .. ... 445

C2NRSSyntax . . . . ... 446

Appendix D. GemStone Kernel Objects 449

Non-NumericConstants. . . . . .. ............................. 449

NumericConstants . . . . . . ... ... .. . 449

Repository and GsObjectSecurityPolicies . . . . . . ... ... ... ... ... ... .. 450

Global Variables and Collections . . . . ... ........................ 451

Current TimeZone . . . . . . . . ... ... . . e 455
Zoneinfo . . . . . .. 456
Utilities . . . . . . . . .. 456

Appendix E. Environment Variables 459

Public Environment Variables. . . . . .. ... ... ... . . L L Lo 459
System Variables Used by GemStone. . . . . ... ... ... ... ....... 464

Reserved Environment Variables . . . . . .. ... ... ... ... .. . 0 .. 464

GemTalk Systems



Chapter

1 Administration of the
GemStone/S
Environment

This chapter provides some basic information about the parts of a GemStone installation,
and an overview of the Administration process.

The follow topics are described:

Basic GemStone/S 64 Bit Architecture (page 22)
the components of the GemStone/S 64 Bit server and clients.

Starting GemStone and Logging In (page 23)
the steps of starting a GemStone server and logging in a client

Authentication and Authorization (page 27)
an overview on how GemStone manages authentication and authorization

Transactions and commit records (page 28)
how GemStone manages data between multiple users.

Files and Directories (page 29)
the disk files that the GemStone server requires and creates.

Options for Configuring (page 32)
configuration files, environment variables and other ways to specify configuration
parameters.

Avoiding risk of Data loss (page 35)
information on GemStone’s features to ensure against loss of critical data

Running a Second Repository (page 36)
instructions on running two repositories on the same machine.
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1.1 Basic GemStone/S 64 Bit Architecture

Figure 1.1 shows the basic GemStone/S 64 Bit architecture. The GemStone object server
can be thought of as having two parts. The server processes consist of the Stone repository
monitor and a set of subordinate processes. These processes provide resources to
individual Gem session processes, which are servers for application clients.

While in this simple configuration, the remote nodes hold only the Application Clients,
there are further options to distribute components over multiple nodes, described later in
this manual.

Figure 1.1 The GemStone Object Server

Application GemsStone Object Server
Clients _
Session Stone Server
Processes Repository Processes
Monitor

Node 1
Shared Page
icati Cache Monitor,
Application Shared
Page
Cache
(SPC)
Node 2 Shared
Memory Reclaim G
Application Segment eclaim Gem

Disk
Persistence Logs

Transaction Repository

Extents

Keys parts that define the server configuration include:

Server Processes

» The Stone repository monitor process acts as a resource coordinator. It synchronizes
critical repository activities and ensures repository consistency.

» The shared page cache (SPC) is a shared memory segment that holds the pages on which
data and metainformation are stored. Pages are read into frames in the cache. Pages
are read from the disk extent files into frames, and new pages are allocated and held
in frames. A larger cache provides better performance since more frames can hold a
larger percent of the repository data in memory. The cache may be sized to be large
enough to hold all data in the extents.
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» The shared page cache monitor process creates and maintains the shared page cache. The
monitor balances page allocation among processes, ensuring that a few users or large
objects do not monopolize the cache.

» The Admin Gem performs administrative garbage collection tasks.

» The Reclaim Gem performs reclaim, cleaning up old versions of objects and dead
objects, so that the pages can be reused.

» The Symbol Gem is responsible for creating all new Symbols, based on session requests
that are managed by the Stone.

Disk-based Persistence

» Objects are stored on disk in one or more extents, which can be files in the file system,
data in raw partitions, or a mixture.

» Transaction logs permit recovery of committed data if a system crash occurs, and in full
logging mode allows transaction logs to be used with GemStone backups for full
recovery of committed transactions in case of disk failure.

Session Processes

» Gem sessions can be Gem processes in an RPC (Remote Procedure Call) login, or
bound with the client application using shared libraries in a linked login.

The terms “Gem” and “session” are both used to refer to the logged-in Gem, although
this may be either a Gem process that is separate from the application process, or a
linked application process that also contains the Gem.

Communications process

» The NetLDI (Network Long Distance Information) listens on a configured port for
connections, to establish logins and perform other tasks in distributed systems.

1.2 Starting GemStone and Logging In

Stone

A configured GemStone server is started by the startstone command, which starts the
Stone repository monitor. The Stone in turn starts the shared page cache monitor and other
server processes. The extent files are attached, and a transaction log opened for writing.

The Stone is named; by default, gs64stone. Only one Stone with a given name can run on a
particular node.

You may run more than one Stone on a node, as long as names are different and the extent
files and transaction logs are in different locations or have different names.

Configuring the Stone and other server processes is described in Chapter 2,
“Configuring the GemStone Server”, starting on page 37.

For details on starting the Stone and other server processes, and troubleshooting
issues, see “Starting the GemStone Server” on page 103.
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Shared Page Cache

24

The GemStone shared page cache system has two parts: the shared page cache itself, a
shared memory segment; and a monitor process, the shared page cache monitor

(shrpcmonitor). Figure 1.2 shows the connections between these and other components
on a single node.

The shared page cache resides in a segment of the operating system’s virtual memory that
is available to any authorized process. When the Stone or a Gem session process needs to
access an object in the repository, it first checks to see whether the page containing that
object is already in the cache. If the page is already present, the process reads the object
directly from shared memory. If the page is not present, the process reads the page from
the disk into the cache, where all of its objects also become available to other processes.

The shared page cache monitor also has a name, which is derived from the name of the
Stone repository monitor and the Host Identifier; for instance,
gs64stone~d7e2174792b1£787.

Each Stone has a single shared page cache on its own node, and may have remote page

caches on other nodes in distributed configurations (discussed in detail in Chapter 5). The
Stone spawns the shared page cache monitor automatically during startup, and the shared
page cache monitor creates the shared memory region and allocates the semaphores for the

system. All sessions that log into this Stone connect to this shared page cache and monitor
process.

Figure 1.2 Pages in the Shared Page Cache
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extents for
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loaded in ' [B | i Gemneeds\| Repository
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Cache Monitor/  ======= TCP socket
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Shared Cache Size
GemStone performance is almost always improved by making the Shared Page Cache
larger, up to a size in which the entire repository can be held in memory.

With a very large cache, it is recommended to run cache warming on startup, so that at least
the pages containing the object table (used for lookup) are loaded into the cache.
Otherwise, the first access to data will require the pages to be read from disk.

With very large caches on Linux and AIX, you can improve memory use by configuring the
cache to use large memory pages; 16MB on AIX, and 2MB and 1GB pages on Linux.
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NetLDI

OS memory and Swapping

As described in the Installation Guide, you are likely to need to configure your OS to
support a sufficiently large shared memory segment.

Be careful not to make the shared page cache so large that it forces swapping. You should
ensure that your system has sufficient RAM to hold the configured shared page cache, with
extra space for the other memory requirements.

For details on configuring the shared page cache, see “Shared Page Cache” on
page 39.

A NetLDI also must be configured and explicitly started using the startnetldi command.
While there are some cases, in which there are only linked logins, that do not require a
NetLDI, most installations will need to start a NetLDI.

Each NetLDI has a name, but may also be referred to by its listening port number. The
default name is gs64ldi; by using this name and setting this up in the services database on
all your nodes, you can skip the step of specifying the NetLDIL

You may run more than one NetLDI on a node, related to the same GemStone system or an
entirely different system, as long as the names and ports are different.

If you are using more than one NetLDI on a particular node, and one of them is running
with the default name, use particular care to ensure that all logins contact the correct
NetLDL

Setting up the NetLDI is described in Chapter 4, “NetLDI and Interprocess
Access”, starting on page 69.
For details on starting the NetLDI see “Starting a NetLDI” on page 109.

Logging in Gem Sessions

Client applications include:
» the topaz command line tool, provided as part of the server

» client Smalltalk applications such, as VisualWorks and VA Smalltalk using
GemBuilder for Smalltalk (GBS)

» client Java applications using GemBuilder for Java (GB]J)

» clients using open-source products such as GsDevKit and Rowan for GemStone
» web applications

» other custom GCI application

Client application are configured to load the GCI shared library, provided as a .d11,
.dynlib, or .so file, containing the Gem APL

The login commands include, of course, GemStone authorization details. The specification
of the Stone and node must be provided, and the location where the Gem process is to be
run. The details need to include the name or port of the NetLDI that sets up the login.

The NetLDI uses that information to fork the Gem process, trigger the startup of any other
required server processes, and setup the interprocess communications.
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Linked vs. RPC

In a linked login, GCI shared libraries are loaded into the client application (linked topaz,
GBS, or another), and Gem is part of that client application. Since the Gem is part of the
server, this is only possible on platforms that support the GemStone/S 64 Bit server, i.e.,
not on Windows.

In an RPC login, the Gem is a separate process from the client application. The two
processes may be on the same node or on different nodes, and communicate via remote
procedure calls.

Gemservers for Large Configurations

Each Gem is an individual process. Depending on your hardware, there is an limit to the
number of processes that you can run before degrading performance. For very large
configurations, it may be useful to establish a separate node specifically to run Gem
sessions, with a high bandwidth connection between the repository server and the Gem
server. The Gems on this gemserver have the performance benefit of a remote shared page
cache on this node.

Configuring client Gems is described in Chapter 3, “Configuring Gem Session
Processes”, starting on page 61.

For more information on logging in a Gem session, see “Starting a GemStone
Session” on page 110.

NRS (Network Resource String)
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GemStone’s native NRS syntax is used to specify the name and location of each part of the
GembStone system. These are widely used in utility commands and in login parameters, to
specify the location and name of the Stone and NetLD]I, and where the other GemStone
processes should run.

Appendix C, “Network Resource Strings (NRS)” describes NRS strings in detail.

The most commonly used syntax, as in the examples in this manual, has the form:
1 @nodeNameOrld#net 141 : netldiNameOrPort ! stoneOrGemService

» The “@nodeNameOrld” can be omitted for the local node.

» the “#net1di : netldiNameOrPort” can be omitted if the NetLDI is running with the
default name gs64ldi, and the name and port are configured in the services database.

» stoneOrGemService is the name of the running Stone, or gemnetobject or another
Gem service. If you omit both node and netldi, you do not need the ! dividers; you
can use only stoneOrGemService.

GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide Authentication and Authorization

1.3 Authentication and Authorization

GembStone provides several levels of security; UNIX user accounts must have permission
and may require authentication; login to GemStone requires a GemStone account and
authentication; and objects and access to data and important functions is controlled within
GemStone using Security Policies and Privileges. In full logging mode, all commits to the
repository are recorded in the transaction logs, which can be analyzed to determine the
source of changes; and the system can be configured to log all logins.

GemStone Userlds and login

Logins to GemStone are done as GemStone users, which are instances of UserProfile.
UserProfiles have names and passwords that are unrelated to UNIX userlds, although
GemStone UserProfiles can be created that correspond to the UNIX account names.

Login authentication can be configured to use UNIX or LDAP, in which case either the
names must match, or the UserProfile configured with the mapping. UserProfiles can also
be configured with single sign-on using Kerberos, by setting up the appropriate mapping
within GemStone.

There are several built-in system accounts, including SystemUser, which is similar to a
“root” user, used for upgrades; and DataCurator, the administrative user for tasks such as
backups and user administration. Other system accounts are used for garbage collection
and symbol creation.

When GemStone UserProfile authentication is controlled by GemStone, there are a number
of ways to restrict password choice, require password changes, and disable accounts in
cases such as too many failed logins. Internally, passwords are stored only in the encrypted
form and there is no facility to decrypt them.

A number of important operations, such as code modification and garbage collection, may
be restricted to certain users by using privileges. A UserProfile may be granted privileges
that allow them to perform these operations.

Configuring and Administering Users, Groups, and Privileges is described in
Chapter 8, “User Accounts and Security”.

Authorization to Access Data

Within GemStone, Objects are associated with Security Policies, that allow specific
GemStone Users or Groups of users to write, read, or have no access to particular objects.
This provides a highly granular way of protecting critical data.

How to apply Security Policies to your data is described in the GemStone/S 64 Bit
Programming Guide.

File access and authorization

As a multiuser system, GemStone must allow applications running under different UNIX
userlds to create processes that access the repository disk files, while ensuring that the disk
files are protected against unauthorized access or modification, both intentional and
accidental. This involves managing the permissions for important files and controlling the
process owners and groups. Configuring security is described in Chapter 4.
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Initial login requests to GemStone connect using SSL (Secure Socket Layer; more
specifically, TLS protocol using OpenSSL). For processes on the same machine,
communications after the login continue using primarily shared memory. Remote socket
connections may be SSL or not, depending on your security requirements.

Setting up file permissions and authentication is described in Chapter 4.

1.4 Transactions and commit records

GemStone maintains a consistent snapshot view for each user, and all changes that are
made persistent and visible to other users are done within transactions. Transactions are
committed to make changes persistent; sessions abort to discard modifications and update
the objects in their snapshot view with changes made by other users.

For more information on transactions and commits, refer to the GemStone/S 64 Bit
Programming Guide.

Object snapshot views

Onlogin, each GemStone user acquires a “view” of the objects in the repository (equivalent
to an DBMS term snapshot). This snapshot view is maintained as long as you are using it,
even if the objects have been modified by other users. You may make modifications to the
objects in your snapshot view, or create new objects, but these changes are transient unless
and until you commit, in which case they become persistent and can be viewed by other
users.

Making new objects persistent also requires that they be connected to an existing persistent
object. Objects that are not reachable by other objects are subject to garbage collection.

If another user has made a conflicting change, your commit may fail, and you can get a
report of the conflicts. You may need to discard the changes. This can be avoided by
locking objects prior to modifying them; reduced-conflict classes allows certain kinds of
conflict to be automatically resolved.

Session transactional state
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Each Gem session is either “in transaction”, not in transaction, or in “transactionless” state
(transactionless is a specialized state designed for idle sessions; most behavior described in
this manual is concerned with sessions that are either in or out of transaction.

Sessions that are in transaction may commit changes. Sessions that are not in transaction
can view data and modify objects, but these modifications are transient. To make persistent
changes, you must begin a transaction, make the changes, and commit successfully.

Both sessions in and not in transaction can abort. An abort discards modifications. When a
session commits or aborts, its snapshot view is updated to the most recent one, including
any changes by other users.

If a session attempts to commit changes that conflict with changes made by another
session, the commit will fail.

GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide Files and Directories

Commit records

GemStone is designed to accommodate large numbers of users. Each user may have his or
her own snapshot view of the repository; and each of these snapshot views must be
maintained as long as they are in use. GemStone maintains these views as Commit
Records.

Over time, each of these sessions will commit changes (or abort), at which point the
previous snapshot view is no longer required. However, since commit records are sets of
changes from a previous snapshot view, GemStone must maintain the commit record of
the session that has been logged in without commit or abort for the longest time (the oldest
commit record) and every intermediate commit record up to the current one.

Commit records are stored in the repository, and a large commit record backlog can use a
large amount of repository space. GemStone can signal sessions that are causing a backlog,
but applications in multiuser system should be designed to abort or commit and respond
to signals to avoid creating backlogs. A long-lasting commit record backlog can fill up all
disk space such that the GemStone cannot avoid shutting down.

1.5 Files and Directories

GemStone Installation

The GemStone installation process, as described in the Installation Guide for your platform,
describes both how to configure your operating system, and the details of installing
GemStone.

After installation, you should have a directory containing the executables, shared libraries,
extents and other required or useful files. Not all are required, and they do not need to be
located in this shared directory structure.

The GemStone installation directory is generally referenced by the environment variable
$GEMSTONE. You will usually need to have this environment variable defined, as well as
having the $GEMSTONE/ bin directory on your machine search path.

GemStone shared libraries

Your GemStone installation includes shared library files as well as executables. Access to
these shared library files is required for the GemStone executables. In the standard
installation of the GemStone software, these shared libraries are located in the
$GEMSTONE/1ib and $GEMSTONE/1ib32 directories.

For installations that do not include a full server, such as remote nodes that are only
running client applications, these libraries may be put in a directory other than this
standard. See the Installation Guide for more information.

Separate GemStone/S 64 Bit Installation Guides are provided for each supported
platform, containing OS configuration, installation, and upgrade information. For
Windows clients, see the GemStone/S 64 Windows Client.
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Lock file directory

In addition to the normal installation directory, GemStone requires access to two
directories under /opt/gemstone/:

» /opt/gemstone/locks is used for the hostld that uniquely identifies this node, and
for lock files, which among other things provide the names, PIDs, ports, and other
important data for GemStone processes, used in interprocess communication and
reported by gslist.

Lock files (processName . . LCK) are normally deleted when the GemStone process exits.
To clear out lock files of processes that exited abnormally, use gslist -c.

If there is an unexpected shutdown, the lock files remain in the
/opt/gemstone/locks/ directory. On restart, it is possible for a kernel process to
reuse this PID. If the owner is root, GemStone cannot reliably determine the status of
the process and thus cannot safely delete the lock file. These lock files must be
manually deleted.

It is recommended that systems be setup so that on boot, the lock files in
/opt/gemstone/locks/*.LCK are deleted automatically on system restart.

Do not delete /opt/gemstone/locks/gemstone.hostid.

» /opt/gemstone/log is the default location for NetLDI log files, if startnetldi does
not explicitly specify a location using the -1 option.

If /opt/gemstone/ does not exist, GemStone may use /usr/gemstone/ instead.

Alternatively, you can use the environment variable GEMSTONE_GLOBAL_DIR to specify a
different location. Since the files in this location control visibility of GemStone processes to
one another, all GemStone processes that interact must use the same directory.

Host Identifier

/opt/gemstone/locks (or analternate directory, as described above) is also the location
for a file named gemstone.hostid, which contains the unique host identifier for this
host. This file is created by the first GemStone process on that host to require a unique
identifier, by reading eight bytes from /dev/random. This unique hostld is used instead
of host name or IP address for GemStone inter-process communication, avoiding issues
with multi-homed hosts and changing IP address.

You can access the host identifier for the machine hosting the gem session using the
method System class >> hostId.

Extents, Tranlogs, and disk space
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GemStone data is preserved on disk in one or more extent files. These extents include the
classes and objects that make up GemStone, as well as the classes and objects that make up
your application. When GemStone is shutdown, these extents provide the complete set of
objects that compose the application.

Each time a session commits changes to the repository, the changes are made on pages in
the shared page cache, which are eventually written to disk by the AIO page server. A
commit also writes a record in the current transaction log, which is immediately written to
disk.
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While GemStone is running, it periodically makes a checkpoint, at which point all dirty
pages in the shared page cache are written to disk, and the root page, which holds critical
global information on the repository, is updated to a new consistent state. GemStone also
writes a checkpoint on an orderly shutdown, and before a backup.

Between checkpoints, updates to the repository are recorded in the transaction logs. If
GemStone shuts down unexpectedly, it will startup at the point of the most recent
checkpoint in the repository. Changes since that checkpoint are restored from the
transaction logs.

Disk Usage for Extents and Transaction Logs
On a single disk, multiple processes writing to both extents and transaction logs will
encounter contention, since only one physical write to disk media at a time is possible.

For this reason, if you are not using a SAN or a RAID device that avoids single disk
contention, using multiple physical disk drives is recommended for better performance.

Using SSD devices will provide the best performance.

Raw Partitions

Each raw disk partition is like a single large sequential file, with one extent or one
transaction log per partition.

In general, placing extents on file systems is as fast as using raw partitions, but configuring
transaction logs on raw partitions is likely to yield better performance in an update-
intensive application.

Process Log Files

Each GemStone process creates or appends to a log file. These log files include process
details, startup configuration information, and messages about any errors that occur. The
location and file name of most processes is configurable.

When the process exits, by default some processes leave their log files in place for possible
later diagnostic use. Other process types delete their log files on a clean exit. A process that
exits with a error never deletes its log file.

Note that linked sessions, which do not have an independent Gem process, do not create
log files. Log file output is sent to stdout for the client application.

System Clock and GemStone times

The system clock should be set to the correct time. When GemStone opens the repository
at startup, it compares the current system time with the recorded checkpoint times as part
of a consistency check. A system time earlier than the time at which the last checkpoint was
written may be taken as an indication of corrupted data and prevent GemStone from
starting.

TimeZones

Internally GemStone uses times in GMT. It is not necessary to adjust GemStone for changes
to and from daylight savings time.

GembStone uses an internal TimeZone setting to adjust times for display in local time. This
uses the Olson Tz database.
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1.6 Options for Configuring
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GemStone is a very flexible system, with many options for configuring details. Almost all
of these have defaults; for an “average” system, you will only need to set a few basics: the
extent files, transaction logs, and the size of the shared cache.

However, few systems are average. Your application may have larger or smaller amounts
of data relative to the number of users, or have a higher commit rate, or a commit rate that
varies widely over the course of a day; or your system may have particular requirements
for reliability, security, or performance; or your system may be distributed over multiple
nodes. For example, a nightly batch data archiving process may have very different
requirements than a monitoring process that performs frequent small commits.

An application’s configuration is set by assigning values in one or more configuration files.
These can be modified, or work in concert with, specific environment variables, arguments
to the command-line GemStone utilities, and by executing Smalltalk code that adjusts
configuration values or behavior at run-time.

This flexibility permits assigning system-wide values that include both fixed and variable
configuration settings, while also allowing various components to override these settings
when they have specific needs.

Configuration files

GemStone uses configuration files to hold the specifications for most important
configuration details. This includes the names and locations of the extent files, the sizes of
the various caches, and many parameters designed for tuning. While there are many
parameters, only a few of them are required; in most cases the default is sufficient.

On a new Gemstone system, you must determine the basic configuration before starting.
The details on how to establish the configuration are described in Chapter 2, “Configuring
the GemStone Server” for the server and Chapter 3, “Configuring Gem Session Processes”
for Gems.

GembStone distinguishes between the system configuration file, which applies to the Stone
and other system processes, and application configuration files, which apply for Gem
sessions (linked and RPC). If all GemStone processes are on a single node, the parameters
can all be in a single configuration file. Multiple files can be setup, which apply to different
tasks or reside on different nodes.

How configuration files are used, and an alphabetic list of parameters, is
provided in Appendix A. Specific parameters are discussed throughout this
manual.

Environment variables

There are a number of environment variables that GemStone uses. The most important of
these is $5GEMSTONE, which is required for administration, and indicates the directory in
which GemStone is installed.

Other environment variables provide file locations for configuration files themselves, and
other information that is needed before a process is able to read the configuration file.

GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide Options for Configuring

Finally, some logging and debugging settings are provided as environment variables to
allow debugging without affecting other sessions in a multiuser system.

Environment variables are listed in Appendix E. Their use is described in various
sections to which they apply.

Utility command arguments

When GemStone is started up, the startup tasks are performed by utility commands, such
as startstone to start the stone. These command-line tools accept optional arguments,
including such things as process names, port numbers, and log file locations.

Utility commands are listed in Appendix B.

Run-time configurations

Some configuration details are fixed at startup, so making changes requires stopping and
restarting the Stone (which stops all other processes except the NetLDI) or Gem (which
means logging out). However, other configuration settings can be modified at runtime by
executing Smalltalk code.

Example Configurations

As an example of how the scale of application characteristics affect key GemStone
configuration settings, the following table provides some examples of “average”
configurations.

While these may be useful in planning, the actual values will be based on your particular
hardware and application requirements, and most systems will require additional tuning
for optimal performance. GemStone can generate performance statistics, both during
development and in production systems. These statistics can be displayed and analyzed
using the VSD (Visual Statistics Display) utility to understand bottlenecks and determine
both changes that are needed, and to study the effect of configuration and application
changes.
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Table 1.1 Example Configurations

Sample Server Configuration
Characteristic or
Configuration Option Small Medium Large

Application Characteristics
Maximum number of user sessions 10 250 1000
Repository size 100 MB 10 GB 500 GB
System Requirements
Typical number of CPUs 2 4 8+
RAM 4GB 8 GB 128 GB
Kernel shared memory 2GB 6 GB 100 GB
Number of disk drives 4 8 12
Configuration Settings
STN_MAX_SESSIONS 20 280 1200
SHR_PAGE_CACHE_SIZE_KB 200 MB 4GB 96 GB
Extents
DBF_EXTENT_NAMES (1 file) (4 files) (10 files)
DBF_EXTENT_SIZES (unlimited) (unlimited) (unlimited)
DBF_ALLOCATION_MODE SEQUENTIAL 10,10,10,10 10,10,10,...
Transaction Logs
STN_TRAN_LOG_DIRECTORIES (1 directory) (4 directo- (8 raw

ries) partitions)
STN_TRAN_LOG_SIZES 100 500 each 2000 each

GemStone Professional Services can provide expert assistance in establishing your
configuration, tuning configurations for performance, and ensuring your configuration

can accommodate predicted growth.

Appendix A.

More information about the individual settings is provided in the detailed
instructions for establishing your own configuration, in Chapter 2, “Configuring
the GemStone Server”. For details on the specific configuration parameters, see

GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide Avoiding risk of Data loss

1.7 Avoiding risk of Data loss

Protecting data against any risk of loss is a critical part of configuration and application
design. Power loss, hardware failure, and disk failures are a risk for any critical system and
there are a number of ways to ensure data is protected.

Every unexpected shutdown is different, and the details of how to proceed will depend on
the specifics; troubleshooting and recovery is described in more detail in Chapter 6.

GemStone’s elements that protect against data loss include:
» Transaction logs allow automatic recovery after a minor failure, such as a power loss.

» Backups, either programmatic or extent copies, allow you to restore to the time of the
backup. Transaction logs in full logging mode allow you to restore transactions.

» Disk level mirroring, or RAID storage, for the transaction logs protects against failure
of the disks holding transaction logs.

» Hot standbys and warm standbys have secondary systems running in parallel, so they
can be made available quickly in case of failure in the primary system.

Recovery vs. Restore

Provided whatever caused the error has been corrected and there is no file damage, a Stone
startup following an unexpected shutdown will automatically read the transaction log
entries that follow the last checkpoint recorded in the repository, and replay these
transactions, recovering the GemStone repository with all committed transactions at the
point of shutdown. This is termed “recovery”.

If the extent disk files are damaged, you may need to restore from backup. This involves
using a previously-made backup, and replaying all transaction logs that were generated
since the backup was made. For this to succeed, you must have a complete set of backup
files, and each of the transaction logs that were generated since the time that the backup
was started.

Developing a Failover Strategy

The particular strategy to use to protect your data, depends on what the tolerance for data
loss is, how soon your application must be available again following an unexpected outage,
and the resources available to support a strategy.

Making regular backups and using full transaction logging mode provides the minimal
amount of reliability.

Assuming that backups are kept on a separate disk, mirroring the transaction logs (using
OS-level tools) avoids the risk of a disk failure causing loss of committed transactions.

A warm or hot standby system can allow the fastest failover, by keeping a secondary
system running at all times. In this case, only a minimal amount of further restore is needed
before the standby is usable.

For more on standbys, see Chapter 13, “Warm and Hot Standbys”, starting on
page 265
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Verifying strategy

Backups are a form of insurance; they are essential, but may never actually be needed.

While it is not part of everyday operations, it is imperative that you periodically verify that
your backup files are correct and usable, and that you know how to perform the recovery
or failover operations. When and if a disk failure or other problem occurs, that will be too
late to discover you have no recent backups or the backup process has been failing and the
backups you have are unusable.

The pressure of a production-down application is not an ideal time for creating your
failover or recovery process, nor for the first time executing any failover processes.

1.8 Running a Second Repository

You can run more than one repository on a single node — for example, separate production
and development repositories. There are several points to keep in mind:

» Each repository requires its own Stone repository monitor process, extent files,
transaction logs, and configuration file. Each Stone will start its own shared page
cache monitor and a set of other processes, as described on page 22.

» Multiple Stones that are running the same version of GemStone can share a single
installation directory, provided that you create separate repository extents,
transaction logs, and configuration files.

» You must give each Stone a unique name at startup. That name is used to identify the
server and to maintain separate log files. Users will connect to the repository by
specifying the Stone’s name.

» A single NetLDI typically serves all Stones and Gem session processes on a given
node, provided both Stones are running the same version. If you are running two
different versions of GemStone, you will need two NetLDlIs.
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Chapter

p Configuring the
GemStone Server

This chapter tells you how to configure the GemStone server processes, repository,
transaction logs, and shared page cache to meet the needs of a specific application. It
includes the following topics:

Server Components (page 37)
The basics of GemStone server configuration, and setting up a basic configuration.

Configuring Extents and Transaction Logs (page 41)
Determining the important parameters for your needs, and how to setup your system.

How To Access the Server Configuration at Run Time (page 53)
Adjustments that can be made to your system while GemStone is running,.

Tuning Server Performance (page 55)
Tuning the GemStone server for performance.

This chapter describes configuring the GemStone server; for information about
configuring session processes for clients, refer to Chapter 3.

For instructions on starting up the GemStone server, and troubleshooting, see Chapter 6.

2.1 Server Components

The Server is the heart of the GemStone Object Repository. The GemStone server holds the
shared classes and objects that compose your data and the shared portion of your
application. These classes and objects are written to disk for reliability, and cached in
memory for performance. A number of processes work together to keep the GemStone
repository running smoothly and support multiple users with different demands and
requirements.

The server components are shown in Figure 2.1.
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Figure 2.1 The GemStone Server Components
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The Server Configuration File

At start-up time, GemStone reads a system-wide configuration file. By default this file is
SGEMSTONE/data/system.conf, where GEMSTONE is an environment variable that
points to the directory in which the GemStone software is installed.

Appendix A, “GemStone Configuration Options”, describes the various ways to specify
the configuration file to use, and syntax of this file, as well as describing each individual
configuration parameter.

There are a large number of configuration options; some are specific to the Stone, some for
Gems, some to the shared page cache monitor, and others used by all processes. Most
parameters have default values that apply if the parameter is not explicitly set, or if there
is a syntax error.

Before you begin
To configure GemStone, it is necessary to know or estimate the following:

» The maximum number of simultaneous sessions that will be logged in to the
repository. This may include more than one session per user. You should size your
system to accommodate the maximum number of users, plus a few extra for
administrative logins.

» The approximate size of your repository, and how much you expect it to grow. For a
new system, it may be impossible to come up with a realistic number. The example
configurations described in “Example Configurations” on page 33 may give you some
idea, but application requirements vary widely.
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Number of User Sessions

The maximum number of users is set by the configuration parameter
STN_MAX_SESSIONS. This defaults to 40, but on startup, the Stone checks for keyfile
limits, and if your licensed limit is less than 40, the maximum number of sessions allowed
by the keyfile is applied.

Since the Shared Page Cache (SPC) sets aside individual space for the maximum number

of sessions, setting this much larger than you require creates overhead. However, if at some
point you do need more sessions than you have configured as the limit, the cache and stone
must be restarted with the larger configuration value.

This limit is for user sessions, and does not need to accommodate logins for GemStone
server processes (such as the Garbage Collection Gems). However, some operations,
including multi-threaded administrative operations, will take their additional sessions
from the user session count.

The SHR_PAGE_CACHE_NUM_PROCS is normally derived from
STN_MAX_SESSIONS, but may be explicitly set. This limit must accommodate the
GemStone system processes as well as the number of user sessions.

Shared Page Cache

The Shared Page Cache (SPC), a shared memory segment that all Server processes attach
to, is central to the operation and performance of your repository.

The size of the shared page cache is usually the most significant factor in performance. The
first goal in sizing the shared page cache is to make it large enough to hold the application’s
working set of objects, to avoid the performance overhead of having to read pages from the
disk extents. It is particularly important that the pages that make up the object table, which
holds pointers to the data pages, can fit in the shared page cache.

Since additional memory is needed for Gem temporary memory, the C heap, and other
system loads; in general, the shared page cache should be configured at no more than 75%
of the available memory, though the actual limit depends on the absolute amount of
memory and the specific use cases.

Recommendations for sizing the shared page cache:

» Configuring the shared page cache as large as possible up to the size of the repository
and up to about 75% of system RAM is recommended.

» A shared page cache size of less than 10% of your repository size may not hold the
entire object table, and is likely to see performance degradation.

» For maximum performance, the shared page cache can be made large enough to hold
the entire repository. After cache warming, sessions should always find the objects in
the cache, and never have to perform page reads.

» For large caches, you may also use large memory pages for the shared page cache, if
available on your operating system; large memory pages are configurable on Linux
and AIX. See the Installation Guide for the appropriate platform for details on
configuring large memory pages.

Once your application is running, you can refine your estimate of the optimal cache size by
monitoring the free space, and use this to tune your configuration. See “Monitoring
Performance” on page 140; some relevant statistics are NumberOfFreeFrames,
FramesFromFreeList, and FramesFromFindFree.
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For example, if you have 20GB of RAM, to set the size of the shared page cache to 15 GB:
SHR_PAGE_CACHE_SIZE_KB = 15 GB;

Verifying OS support for sufficient Shared Memory
To ensure that your OS has enough memory to handle the desired cache size:

Step 1. Ensure that your OS is configured to allow shared memory segments of the
intended size, as described in the Installation Guide for your platform.

Step 2. The shared page cache sizing depends in part on the maximum number of sessions
that will be logged in simultaneously. Ensure that the STN_MAX_SESSIONS
configuration option is set correctly for your application requirements.

Step 3. Use GemStone’s shmem utility to verify that your OS kernel supports the chosen
cache size and number of processes. The command line is

$GEMSTONE/install/shmem existingFile cacheSizeKB numProcs
where:
» SGEMSTONE is the directory where the GemStone software is installed.

» existingFile is the name of any writable file, which is used to obtain an id (the file is
not altered).

» cacheSizeKB is the SHR_PAGE_CACHE _SIZE KB setting.

» numProcs is the value calculated for SHR_PAGE_CACHE_NUM_PROCS. It is
Computed by STN_MAX_SESSIONS + STN_MAX_GC_RECLAIM_SESSIONS + 1 +
SHR_NUM_FREE_FRAME_SERVERS + STN_NUM_LOCAL_AIO_SERVERS + 8.

For an existing system, you can find the computed value in the Stone log file.

For instance, for a 1.5 GB shared cache and numProcs calculated using all default
configuration settings:

os$S touch /tmp/shmem
os$ SGEMSTONE/install/shmem /tmp/shmem 1500000 52
os$ rm /tmp/shmem

If shmem is successful in obtaining a shared memory segment of sufficient size, no
message is printed. Otherwise, diagnostic output will help you identify the kernel
parameter that needs tuning. The total shared memory requested includes cache
overhead for cache space and per-session overhead. The actual shared memory
segment in this example would be 104865792 bytes (your system might produce
slightly different results).

Other shared page caches

Each Stone has a single shared page cache on its own node, and may have remote page
caches on other nodes in distributed configurations (discussed in detail in Chapter 5). The
configurations for remote shared pages caches may be different than for the Stone’s shared
page cache.
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2.2 Configuring Extents and Transaction Logs

The extents and transaction logs hold the disk-based storage of your GemStone objects.
You must configure the location and sizes for these, ensuring that disk I/O does not limit
performance.

Encrypted Extents

The extents and transaction logs for your repository may be encrypted, if required by your
security needs. Encryption of the extents will automatically created encrypted transaction
logs. With encrypted extents, there are additional considerations when starting the stone,
performing backup and restore, pageaudit, and similar maintenance operations.
Encrypted extents are otherwise transparent, and do not affect user logins, code execution,
and other normal operation.

How to setup and manage encrypted extents and transaction logs is described in
Chapter 12, “Encrypted Extents and Transaction Logs”.

The configuration, sizing, and related information in this section applies to both regular
and encrypted extents.

Recommendations About Disk Usage

If you are using a SAN or a disk using some RAID configurations, the following discussion
is not entirely applicable, since the distribution to physical media is handled for you and
GemStone’s configuration may not affect I/O contention. However, if you see I/O
performance issues you may need to review your disk configuration.

A file system on an SSD will give the fastest performance for transaction logs, and is easier
to manage than raw partitions. The SSD should be an NVMe device or PCle card or be in
a storage array with a high bandwidth connection (rather than connected by SATA), if very
high IO rates are needed. File system extents on SSD are also highly performant.

If you are setting up a large repository and you do not have a SAN or RAID disks, it is
recommended that you configure your system with three or more separate physical drives
for improved performance. Performance bottlenecks can occur in reading or writing to the
extents or in updating the transaction logs.

When developing your configuration, bear in mind the following guidelines:

1. Keep extents and transaction logs separate from a drive with operating system swap
space.

2. Keep the extents and transaction logs separate from each other. You can place multiple
transaction logs on the same disk, since only one log file is active at a time.

3. Transaction logs can be placed on SSD drives or raw partitions for the best
performance in update-intensive systems. Using raw partitions requires two or more
partitions to allow switching.

4. With applications on disk drives, using multiple extents on multiple physically distinct
drives (i.e., not logical partitions), and with weighted allocation mode, improves
performance. For details about weighted allocation, see “Allocating Data to Multiple
Extents” on page 45.

GemTalk Systems 41



Configuring Extents and Transaction Logs GemStone/S 64 Bit 3.7 System Administration Guide

Raw Partitions

Each raw disk partition is like a single large sequential file, with one extent or one
transaction log per partition.

Extents on the file system are easier to administer, and are usually as fast as using raw
partitions, and may perform better, since operating system file buffers may improve I/O.

While transaction logs on SSD are likely to be fast enough for most applications,
transaction logs on raw partitions may have benefit over disk devices, particularly in an
update-intensive application, since such applications primarily are writing sequentially to
the active transaction log. Using raw partitions can improve the maximum achievable
commit rate by avoiding the extra file system operations necessary to ensure that each log
entry is recorded on the disk.

Transaction logs use sequential access exclusively, so the devices can be optimized for that
access.

Because each partition holds a single log or extent, if you place transaction logs in raw
partitions, you must provide at least two such partitions so that GemStone can preserve
one log when switching to the next. The transaction log in each partition must be archived
and cleared while the other transaction log is being updated. If your application has a high
transaction volume, you are likely to need additional raw partitions for more logs.

For information about using raw partitions, see “How To Set Up a Raw Partition” on
page 50.

NFS

Although the Network File System (NFS) can be used to share executables, libraries, and
configuration files, they are not recommended, and by default disallowed, for sharing
repository extents and tranlogs. This is controlled by the configuration parameter
STN_ALLOW_NFS_EXTENTS.

Keyfile limits on repository size

Some GemStone licencing terms place a limit on the maximum size of the repository, which
is limited by the keyfile. If the keyfile has this limit, it is important to avoid your
repository’s size reaching the limit, since GemStone requires some overhead to reclaim
space. If the hard limit of the licence file is reached, you will need to contact GemTalk
Technical Support for a temporary keyfile with an increased limit.

With a repository-size-limited keyfile, it is strongly recommended that you do not set a
repository size (in which case the limit will be computed as 80% of the licence limit), or if
you do, set the limit to 80% of your keyfile limit. If your repository grows such that it
reaches this limit, the Stone will shut down due to out of space; however, you will be able
to manually set a larger size to restart the Stone and delete objects or collect garbage, to
make space available.

Configuring the Repository Extents
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Configuring the repository extents involves these primary considerations:
» Providing sufficient disk space

» Minimizing I/O contention
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» Providing fault tolerance

Estimating Extent Size

When you estimate the size of the repository, allow 10 to 20% for fragmentation. Also allow
at least 0.5 MB of free space for each session that will be logged in simultaneously. In
addition, while the application is running, overhead is needed for objects that are created
or that have been dereferenced but are not yet removed from the extents. The amount of
extent space required for this depends strongly on the particular application and how it is
used.

Reclaim operations and sessions with long transactions may also require a potentially
much larger amount of extent free space for temporary data. To avoid the risk of out of
space conditions, it is recommended to allow a generous amount of free space.

If there is room on the physical disks, and the extents are not at their maximum sizes as
specified using DBF_EXTENT_SIZES, then the extents will grow automatically when
additional space is needed.

The extent sizes and limits that the system uses are always in multiples of 16MB; using a
number that is not a multiple of 16MB results in the next smallest multiple of 16MB being
actually used.

If the free space in extents falls below a level set by the STN_FREE_SPACE_THRESHOLD
configuration option, the Stone takes a number of steps to avoid shutting down. However,
if these steps are not effective, the Stone will shut down. For information, see “Recovering
from Disk-Full Conditions” on page 204.

For planning purposes, you should allow additional disk space for making GemStone
backups and for making a copy of the repository when upgrading to a new release. Also,
you may want to allocate space for retaining the set of transaction logs generated between
backups, to allow system recovery.

Choosing the Extent Location

You should consider the following factors when deciding where to place the extents:
» Keep extents on a spindle different from operating system swap space.
» Where possible, keep the extents and transaction logs on separate spindles.

Specify the location of each extent in the configuration file. Two examples:
DBF_EXTENT_NAMES = $GEMSTONE/data/extent0.dbf
DBF_EXTENT_NAMES /gshost/GemStone3.7/data/dbf1l.dbf,

/gshost/GemStone3.7/data/dbf2.dbf,
/gshost/GemStone3.7/data/dbf3.dbf;

Extent disk configuration

Extents benefit primarily from efficiency of random access (to the 16 KB repository pages).
Using RAID devices or other storage that cannot efficiently support random access may
reduce overall performance. Disk mirroring may give better results.
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Setting a Maximum Size for an Extent

You can specify a maximum size for each extent through the DBF_EXTENT_SIZES
configuration option. When the extent reaches that size, GemStone stops allocating space
in it. If no size is specified, which is the default, GemStone continues to allocate space for
the extent until the file system or raw partition is full.

For best performance using raw partitions, the maximum size should be 16MB smaller than
the size of the partition, so that GemStone can avoid having to handle system errors. For
example, for a 2 GB partition, set the size to 1984 MB.

Each size entry is for the corresponding entry in the DBF_EXTENT_NAMES configuration
option Use a comma to mark the position of an extent for which you do not want to specify
a limit.

The first example here specifies the size of a single extent, while the second specifies sizes
of the first and third extents:

DBF_EXTENT SIZES = 500MB;

1GB, , 500MB;

DBF_EXTENT_SIZES

Pregrowing Extents to a Fixed Size

By default, GemStone allocates space as needed as the respository extents grow in size, up
to the maximum specified in DBF_EXTENT_SIZES. Each time the repository grows, there
must be sufficient unused space available on that device (Figure 2.2).

To avoid other processes using that disk space, you can pregrow the extents at startup,
which allocates all or part of the full extent size. This reserves it for GemStone’s use.

Figure 2.2 Growing an Extent on Demand
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There is a small (depending on your platform) but nonzero overhead in allocating the
space and initializing the pages; pregrowing expends this time at Stone startup or when a
new extent is created. The primary value is to reserve the disk space for GemStone; the
corresponding disadvantage is that the space is not available for other purposes.

You can specify a pregrow size for each extent through the DBF_PRE_GROW configuration
option. When this is set, the Stone repository monitor allocates the specified amount of disk
space when it starts up with an extent that is smaller than the specified size. The extent files
can then grow as needed up to the limit of DBF_EXTENT_SIZES, if that is set, or to the
limits of disk space. This applies to all extents, on raw disk partitions or on a file system.

During startup, the Stone starts pregrow page server processes to handle the pregrow.
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Pregrowing Extents to the Maximum Size

You may pregrow extents to the maximum sizes specified in DBF_EXTENT_SIZES by
setting DBF_PRE_GROW to True, rather than to a list of pregrow sizes.

Pregrowing extents to the maximum size provides a simple way to reserve space on a disk
for a GemStone extent. Since extents cannot be expanded beyond the maximum specified
size, the system should be configured with sufficiently large extent sizes that the limit will
not be reached, to avoid running out of space.

Figure 2.3 Pregrowing an Extent
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Two configuration options work together to pregrow extents. DBF_PRE_GROW (page 334)
enables the operation, and optionally sets a minimum value to which to size that extent.
When DBF_PRE_GROW is set to True, the Stone repository monitor allocates the space
specified by DBF_EXTENT_SIZES (page 334) for each extent, when it creates a new extent or
starts with an extent that is smaller than the specified size. It may also be set to a list of sizes,
which sets the pregrow size individually for each extent to a value that is smaller than
DBF_EXTENT_SIZES.

For example, to pregrow extents to the maximum size of 1 GB each:

DBF_EXTENT _SIZES = 1GB, 1GB, 1GB;
DBF_PRE_GROW = TRUE;

To pregrow extents to 500M, but allow them to later expand to 1 GB if GemStone requires
additional space, and that disk space is available:

DBF_EXTENT SIZES = 1GB, 1GB, 1GB;
DBF_PRE_GROW = 500MB, 500MB, 500MB;

Allocating Data to Multiple Extents

Larger applications may improve performance by dividing the repository into multiple
extents. Assuming the extents are on multiple physical devices or the disk controller
manages files as if they were, this allows several extents to be active at once.

The setting for the DBF_ALLOCATION_MODE configuration option determines whether
GemStone allocates new disk pages to multiple extents by filling each extent sequentially
or by balancing the extents using a set of weights you specify. Weighted allocation yields
better performance because it distributes disk accesses.
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Sequential Allocation

By default, the Stone repository monitor allocates disk resources sequentially by filling one
extent to capacity before opening the next extent. (See Figure 2.4 on page 46) For example,
if a logical repository consists of three extents named A, B, and C, then all of the disk
resources in A will be allocated before any disk resources from B are used, and so forth.
Sequential allocation is used when the DBF_ALLOCATION_MODE configuration option is
set to SEQUENTIAL, or not set at all.

Weighted Allocation

For weighted allocation, you use DBF_ALLOCATION_MODE to specify the number of extent
pages to be allocated from each extent on each allocation request. The allocations are
positive integers in the range 5..200, with each element corresponding to an extent of
DBF_EXTENT_NAMES. For example:

DBF_EXTENT NAMES = a.dbf, b.dbf, c.dbf;
DBF_ALLOCATION_MODE = 12, 20, 8;

You can think of the total weight of a repository as the sum of the weights of its extents.
When the Stone allocates space from the repository, each extent contributes an allocation
proportional to its weight.

One reason for specifying weighted allocation is to share the I/ O load among a repository’s
extents. For example, you can create three extents with equal weights, as shown in
Figure 2.5 on page 47.

Figure 2.4 Sequential Allocation
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Figure 2.5 Equally Weighted Allocation
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Although equal weights are most common, you can adjust the relative extent weights for
other reasons, such as to favor a faster disk drive. For example, suppose we have defined
three extents: A, B, and C. If we defined their weights to be 12, 20, and 8 respectively, then
for every 40 disk units (pages) allocated, 12 would come from A, 20 from B, and 8 from C.
Another way of stating this formula is that because B’s weight is 50% of the total repository
weight, 50% of all newly-allocated pages are taken from extent B. Figure 2.6 shows the
result.

Figure 2.6 Proportionally Weighted Allocation
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You can modify the relative extent weights by editing your GemStone configuration file to
modify the values for DBF_ALLOCATION_MODE, or to change DBF_ALLOCATION_MODE
to SEQUENTIAL; the new allocation scheme take effect the next time you start GemStone.
The changes do not affect existing page allocations, only how pages are allocated for
ongoing page requirements.

Weighted Allocation for Extents Created at Run Time

Smalltalk methods for creating extents at run time (Repository>>createExtent: and
Repository>>createExtent:withMaxSize:) do not provide a way to specify a
weight for the newly-created extent. If your repository uses weighted allocation, the Stone
repository monitor assigns the new extent a weight that is the simple average of the
repository’s existing extents. For instance, if the repository is composed of three extents
with weights 6, 10, and 20, the default weight of a newly-created fourth extent would be 12
(36 divided by 3).

GemTalk Systems 47



Configuring Extents and Transaction Logs GemStone/S 64 Bit 3.7 System Administration Guide

Configuring the Transaction Logs
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Configuring the transaction logs involves considerations similar to those for extents:
» Providing sufficient disk space
» Minimizing I/ O contention

» Providing fault tolerance, through the choice of logging mode

Logging Mode

GemStone provides two modes of transaction logging:

» Full logging, the default mode, provides real-time incremental backup of the
repository. Deployed applications should use this mode. All transactions are logged
regardless of their size, and the resulting logs can used in restoring the repository
from a GemStone backup.

» Partial logging is intended for use during evaluation or early stages of application
development. Partial logging allows a simple operation to run unattended for an
extended period and permits automatic recovery from system crashes that do not
corrupt the repository. Logs created in this mode cannot be used in restoring the
repository from a backup.

In partial logging mode, frequent backups are recommended; any data that is not backed
up may be lost if there are disk issues or the repository becomes corrupted.

Full logging is “sticky”; once a repository has started in full logging, changing the logging
back to partial logging requires special steps. See “To Change to Partial Logging” on
page 216. If you are in partial logging mode, to enable full transaction logging, simply
change the configuration setting STN_TRAN_FULL_LOGGING to True and restart the Stone.

After changing from partial to full logging, make a backup as soon as possible. While you
may have backups that were made in partial logging mode, these partial-logging-mode
backups cannot be used to restore the full-logging-mode transaction logs.

For more information about the logging mode and the administrative differences, see
“Logging Modes” on page 209.

Estimating Disk Space for Transaction Logs

How much disk space does your application need for transaction logs? The answer
depends on several factors:

» The logging mode that you choose
» Characteristics of your transactions
» How often you archive and remove the logs

If GemStone is in full transaction logging mode (the default), you must allow sufficient
space to log all transactions until you next archive the logs.
CAUTION
If the Stone exhausts the transaction log space, users will be unable to commit
transactions until space is made available.
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GembStone is writing to exactly one log at any given time. The number of transaction logs
that should be available for automatic recovery will include this log, of course, and zero or
more previous logs. The number of previous logs that is needed depends on the time of the
most recent checkpoint, and if there are any long-running transactions.

The method Repository>>oldestLogFileIdForRecovery identifies the oldest log
file needed for recovery from the most recent checkpoint, if the Stone were to crash. These
log files should be left in place to allow automatic recovery.

Log files older than this are needed only if it becomes necessary to restore the repository
from a backup. These may be archived, but should be kept at least until the next backup is
made.

If GemStone is configured for partial logging, you need only provide enough space to
maintain transaction logs since the last repository checkpoint. Ordinarily, two log files are
sufficient: the current log and the immediately previous log, although in some cases
additional logs are kept. There is no need to retain or archive logs; in partial logging mode,
transaction logs can only be used only after an unexpected shutdown, to recover
transactions since the last checkpoint.

Choosing the Log Location and Size Limit

The considerations in choosing a location for transaction logs are similar to those for
extents:

» Keep transaction logs on a different disk than operating system swap space.

» Where possible, keep the extents and transaction logs on separate storage devices
(with weighted allocation mode) — doing so reduces I/O contention while increasing
fault tolerance.

» Because update-intensive applications primarily are writing to the transaction log,
storing raw data in a disk partition (rather than in a file system) may yield better
performance.

» Transaction logs on SSDs provide the best performance

WARNING
Because the transaction logs are needed to recover from a system crash, do NOT
place them in directories such as /tmp that are automatically cleared during
power-up.

Transaction logs use sequential access exclusively, so the devices can be optimized for that
access.

With raw partitions, or when in partial transaction logging mode, GemStone requires at

least two log locations (directories or raw partitions) so it can switch to another when the
current one is filled. In full transaction mode, logging to transaction logs on the file system,
one directory may be used, in which case all transaction logs are created in that directory.

When you set the log locations in the configuration file, you should also check their size
limit.

Although the size of 100 MB provided in the default configuration file is adequate in many
situations, update-intensive applications should consider a larger size to limit the
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frequency with which logs are switched. Each switch causes a checkpoint to occur, which
can impact performance.

NOTE
For best performance using raw partitions, the size setting should be slightly
smaller than the size of the partition so GemStone can avoid having to handle
system errors. For example, for a 2 GB partition, set it to 1998 MB.

The following example sets up a log in a 2 GB raw partition and a directory of 100 MB logs
in the file system. This setup is a workable compromise when the number of raw partitions
is limited. The file system logs give the administrator time to archive the primary log when
it is full.
STN_TRAN_LOG_DIRECTORIES = /dev/rdsk/c4d0s2, /user3/tranlogs;
STN_TRAN LOG_SIZES = 1998, 100;

All of the transaction logs must reside on Stone’s node.

How To Set Up a Raw Partition

WARNING
Using raw partitions requires extreme care. Overwriting the wrong partition
destroys existing information, which in certain cases can make data on the entire
disk inaccessible.

Raw partitions are system-dependent; you will need to work with your system
administrator and consult your system documentation to setup or locate a partition of
suitable size.

You can mix file system-based files and raw partitions in the same repository, and you can
add a raw partition to existing extents or transaction log locations. The partition reference
in /dev must be readable and writable by anyone using the repository, so you should give
the entry in /dev the same protection as you would use for the corresponding type of file
in the file system.

When you select a partition, make sure that any file system tables do not call for it to be
mounted at system boot. Use chmod and chown to set read-write permissions and
ownership of the special device file the same way you would protect a repository file in a
file system.

If the partition will contain the primary extent (the first or only one listed in
DBF_EXTENT_NAMES), initialize it by using the GemStone copydbf utility to copy an
existing repository extent to the device. The extent must not be in use when you copy it. If
the partition already contains a GemStone file, first use removedbf to mark the partition as
being empty.

Partitions for transaction logs do not need to be initialized, nor do secondary extents into
which the repository will expand later.

Sample Setup for Extent on Raw Partition

The following example configures GemStone to use the raw partition /dev/rsd2d asthe
repository extent.

Step 1. If the raw partition already contains a GemStone file, mark it as being empty. (The
copydbf utility will not overwrite an existing repository file.)

0sS removedbf /dev/rsd2d
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Step 2. Use copydbf to install a fresh extent on the raw partition. (If you copy an existing
repository, first stop any Stone that is running on it, or suspend checkpoints)

os$ copydbf $GEMSTONE/bin/extent0.dbf /dev/rsd2d

Step 3. As root, change the ownership and the permission of the partition special device
filein /dev to what you ordinarily use for extents in a file system. For instance:

osS$S chown gsAdmin /dev/rsd2d
0os$ chmod 600 /dev/rsd2d

You should also consider restricting the execute permission for
SGEMSTONE/bin/removedbf and $GEMSTONE/bin/removeextent to further

protect your repository. In particular, these executable files should not have the setuid
(S) bit set.

Step 4. Edit the Stone’s configuration file to show where the extent is located:
DBF_EXTENT_NAMES = /dev/rsd2d;

Step 5. Use startstone to start the Stone repository monitor in the usual manner.

Changing Between Files and Raw Partitions

This section tells you how to change your configuration by moving existing repository
extent files to raw partitions or by moving existing extents in raw partitions to files in a file
system. You can make similar changes for transaction logs.

Moving an Extent to a Raw Partition
To move an extent from the file system to a raw partition, do this:

Step 1. Define the raw disk partition device. Its size should be at least 16 MB larger than
the existing extent file.

Step 2. Stop the Stone repository monitor.

Step 3. Edit the repository’s configuration file, substituting the device name of the partition
for the file name in DBF_EXTENT_NAMES (page 333).

Set DBF_EXTENT_SIZES for this extent to be 16 MB smaller than the size of the partition.

Step 4. Use copydbf to copy the extent file to the raw partition. (If the partition previously
contained a GemStone file, first use removedbf to mark it as unused.)

Step 5. Restart the Stone.

Moving an Extent to the File System
The procedure to move an extent from a raw partition to the file system is similar:
Step 1. Stop the Stone repository monitor.

Step 2. Edit the repository’s configuration file, substituting the file path and name for the
name of the partition in DBF_EXTENT_NAMES.

Step 3. Use copydbf to copy the extent to a file in a file system, then set the file permissions
to the ones you ordinarily use.
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Step 4. Restart the Stone.

Moving Transaction Logging to a Raw Partition
To switch from transaction logging in the file system to logging in a raw partition, do this:

Step 1. Define the raw disk partition. If you plan to copy the current transaction log to the
partition, its size should be at least 1 to 2 MB larger than current log file.

Step 2. Stop the Stone repository monitor.

Step 3. Edit the repository’s configuration file, substituting the device name of the partition
for the directory name in STN_TRAN_LOG_DIRECTORIES (page 375). Make sure that
STN_TRAN_LOG_SIZES for this location is 1 to 2 MB smaller than the size of the
partition.

Step 4. Use copydbf to copy the current transaction log file to the raw partition. (If the
partition previously contained a GemStone file, first use removedbf to mark it as
unused.)

You can determine the current log from the last message “Creating a new transaction
log” in the Stone’s log. If you don’t copy the current transaction log, the Stone will open
a new one with the next sequential fileld, but it may be opened in another location
specified by STN_TRAN_LOG_DIRECTORIES.

Step 5. Restart the Stone.

Moving Transaction Logging to the File System

The procedure to move transaction logging from a raw partition to the file system is
similar:

Step 1. Stop the Stone repository monitor.

Step 2. Edit the repository’s configuration file, substituting a directory path and name for
the name of the partition in STN_TRAN_LOG_DIRECTORIES.

Step 3. Use copydbf to copy the current transaction log to a file in the specified directory.
The copydbf utility will generate a file name like tranlognnn.dbf, where nnn is the
internal fileld of that log.

Step 4. Restart the Stone.

Server Response to Gem Fatal Errors

52

The Stone repository monitor is configurable in its response to a fatal error detected by a
Gem session process. If configured to do so, the Stone can halt and dump debug
information if it receives notification from a Gem that the Gem process died with a fatal
error. By stopping both the Gem and the Stone at this point, the possibility of repository
corruption is minimized.

In the default mode, the Stone does not halt if a Gem encounters a fatal error. This is usually
preferable for deployed production systems.

During application development, it may be helpful to know exactly what the Stone was
doing when the Gem went down. It may in some cases be preferred to absolutely minimize
the risk of repository corruption, at the risk of system outage. To configure the Stone to halt

GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide  How To Access the Server Configuration at Run Time

when a fatal gem error is encountered, change the following in the Stone’s configuration
file:

STN_HALT_ ON_FATAL_ERR = TRUE;

2.3 How To Access the Server Configuration at Run Time

GembStone provides several methods in class System that let you examine, and in certain
cases modify, the configuration parameters at run time from Smalltalk.

To Access Current Settings at Run Time

Class methods in System, in the in category Configuration File Access, let you examine the
system’s Stone configuration. The following access methods all provide similar server
information:

stoneConfigurationReport
Returns a SymbolDictionary whose keys are the names of configuration file
parameters, and whose values are the current settings of those parameters in the
repository monitor process.

configurationAt: aName
Returns the value of the specified configuration parameter, giving preference to the
current session process if the parameter applies to a Gem.

stoneConfigurationAt: aName
Returns the value of the specified configuration parameter from the Stone process, or
returns nil if that parameter is not applicable to a Stone.

Here is a partial example of the Stone configuration report:
topaz 1> printit
System stoneConfigurationReport asReportString

%

#'StnEpochGcEnabled' false
#'StnCrBacklogThreshold’ 80
#'STN_TRAN_LOG_SIZES' 100

#'StnTranLogDebugLevel' 0

Keys in mixed capitals and lowercase, such as StnEpochGcEnabled, are internal run-
time parameters.

To Change Settings at Run Time

The class method System class»>>configurationAt: aName put: aValue lets you
change the value of the internal run-time parameters in Table 2.1, if you have the
appropriate privileges.
In the reports described in the preceding section, parameters with names in all uppercase
are read-only; for parameters that can be changed at runtime, the name is in mixed case.
CAUTION
Awvoid changing configuration parameters unless there is a clear reason for doing
so. Incorrect settings can have serious adverse effects on performance. For
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additional guidance about run-time changes to specific parameters, see
Appendix A, “GemStone Configuration Options”.

Table 2.1 Server Configuration Parameters Changeable at Run Time

Configuration File Option

Internal Parameter

Required
Privilege

SHR_SPIN_LOCK_COUNT

#SpinLockCount

Login as SystemUser

STN_ADMIN_GC_SESSION_ENABLED

#StnAdminGcSessionEnabled

GarbageCollection

STN_CHECKPOINT_INTERVAL

#5tnCheckpointInterval

Login as SystemUser

STN_COMMIT_QUEUE_THRESHOLD

#StnCommitQueueThreshold

Login as SystemUser

STN_CR_BACKLOG_THRESHOLD

#5tnCrBacklogThreshold

Login as SystemUser

STN_DISABLE_LOGIN_FAILURE_LIMIT

#StnDisableLoginFailureLimit

OtherPassword

STN_DISABLE_LOGIN_FAILURE_TIME_LIMIT

#5tnDisableLoginFailureTimeLimit

OtherPassword

STN_DISKFULL_TERMINATION_INTERVAL

#StnDiskFullTerminationInterval

Login as SystemUser

STN_EPOCH_GC_ENABLED #5tnEpochGcEnabled GarbageCollection
STN_FREE_SPACE_THRESHOLD #5tnFreeSpaceThreshold Login as SystemUser
STN_GEM_ABORT_TIMEOUT #5tnGemAbortTimeout Login as SystemUser
STN_GEM_LOSTOT_TIMEOUT #5tnGemLostOtTimeout Login as SystemUser
STN_GEM_TIMEOUT #5tnGemTimeout Login as SystemUser
STN_HALT_ON_FATAL_ERR #StnHaltOnFatalErr Login as SystemUser
STN_LOG_LOGIN_FAILURE_LIMIT #5tnLogLoginFailureLimit OtherPassword
STN_LOG_LOGIN_FAILURE_TIME_LIMIT #5StnLogLoginFailureTimeLimit OtherPassword

STN_LOOP_NO_WORK_THRESHOLD

#StnLoopNoWorkThreshold

Login as SystemUser

STN_MAX_AIO_RATE

#StnMntMaxAioRate

Login as SystemUser

STN_MAX_LOGIN_LOCK_SPIN_COUNT

#5tnMaxLoginLockSpinCount

SystemControl

STN_MAX_VOTING_SESSIONS

#5tnMaxVotingSessions

Login as SystemUser

STN_NUM_GC_RECLAIM_SESSIONS

#StnNumGcReclaimSessions

GarbageCollection

STN_OBJ_LOCK_TIMEOUT

#5tnObjLockTimeout

SystemControl

STN_PAGE_MGR_COMPRESSION_ENABLED

#5tnPageMgrCompressionEnabled

Login as SystemUser

STN_PAGE_MGR_MAX_WAIT_TIME

#5tnPageMgrMaxWaitTime

Login as SystemUser

STN_PAGE_MGR_PRINT_TIMEOUT_THRESH
OLD

#5tnPageMgrPrintTimeoutThresh-
old

Login as SystemUser

STN_PAGE_MGR_REMOVE_MAX_PAGES

#5tnPageMgrRemoveMaxPages

Login as SystemUser

STN_PAGE_MGR_REMOVE_MIN_PAGES

#StnPageMgrRemoveMinPages

Login as SystemUser

STN_REMOTE_CACHE_PGSVR_TIMEOUT

#5tnRemoteCachePgsvrTimeout

SystemControl

STN_REMOTE_CACHE_TIMEOUT

#StnRemoteCacheTimeout

Login as SystemUser

STN_SHR_TARGET_PERCENT_DIRTY

#ShrPcTargetPercentDirty

Login as SystemUser

STN_SIGNAL_ABORT_CR_BACKLOG #5tnSignal AbortCrBacklog GarbageCollection
STN_SMC_SPIN_LOCK_COUNT #5tnSmcSpinLockCount SystemControl
STN_SYMBOL_GC_ENABLED #5tnSymbolGcEnabled GarbageCollection
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Table 2.1 Server Configuration Parameters Changeable at Run Time (Continued)

Required
Configuration File Option Internal Parameter Privilege
STN_TRAN_LOG_DEBUG_LEVEL #StnTranLogDebugLevel SystemControl
STN_TRAN_LOG_LIMIT #5tnTranLogLimit Login as SystemUser
STN_TRANQ_TO_RUNQ_THRESHOLD #StnTrangToRungThreshold Login as SystemUser
(none) #5tnLoginsSuspended SystemControl

The following example first obtains the value of #5tnAdminGcSessionEnabled. This value
can be changed at run time by a user with GarbageCollection privilege:

topaz 1> printit

System configurationAt: #StnAdminGcSessionEnabled

%

true

topaz 1> printit

System configurationAt: #StnAdminGcSessionEnabled put: false
%

false

For more information about these methods, see the comments in the image.

2.4 Tuning Server Performance

There are a number of configuration options by which you can tune the GemStone server.
These options can help make better use of resources such as memory and I/O.

Tuning the Shared Page Cache

Two configuration options can help you tailor the shared page cache to the needs of your
application: SHR_PAGE_CACHE_SIZE_KB and SHR_SPIN_LOCK_COUNT.

You may also want to consider object clustering within Smalltalk as a means of increasing
cache efficiency.

Adjusting the Cache Size

As described under “Shared Page Cache” on page 39, increasing the size of the cache, up
to the size that will hold the entire repository, will almost always improve performance.
Configuring a large cache to use shared memory pages will also provide benefit.

In particular, a cache that is too small may have to preempt frames in order to load or write
pages. You can use the statistics for a running application to monitor the load on the cache.
In particular, the statistics FreeFrameCount and FramesFromFindFree may be useful, as
well as FramesFromPFreeList.
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Clustering Objects That Are Accessed Together

Appropriate clustering of objects by the application can allow a smaller shared page cache
by reducing the number of data pages in use at once. For general information about
clustering objects, see the Programming Guide.

Controlling Checkpoint Frequency

On each commit, committed changes are immediately written to the transaction logs, but
the writing of this data, recorded on "dirty pages," from the shared page cache to the
extents may lag behind.

At a checkpoint, all remaining committed changes that have not yet been written to the
extents are written out, and the repository is update to a new consistent committed state.
If the volume of these waiting committed changes is high, there may be a performance hit
as this data is written out. Between checkpoints, new committed changes written to the
extents are not yet considered part of the repository's consistent committed state until the
next checkpoint.

If checkpoints interferes with other GemStone activity, you may want to adjust their
frequency.

» In full transaction logging mode, most checkpoints are determined by the
STN_CHECKPOINT_INTERVAL configuration option, which by default is five minutes.
A few Smalltalk methods, such as Repository>>fullBackupTo:, force a
checkpoint at the time they are invoked. A checkpoint also is performed each time the
Stone begins a new transaction log.

» In partial logging mode, checkpoints also are triggered by any transaction that is
larger than STN_TRAN_LOG_LIMIT (page 375), which sets the size of the largest entry
that is to be appended to the transaction log. The default limit is 1 MB of log space. If
checkpoints are too frequent in partial logging mode, it may help to raise this limit.
Conversely, during bulk loading of data with large transactions, it may be desirable to
lower this limit to avoid creating large log files.

A checkpoint also occurs each time the Stone repository monitor is shut down gracefully,
as by invoking stopstone or System class>>shutDown. This checkpoint permits the
Stone to restart without having to recover from transaction logs. It also permits extent files
to be copied in a consistent state.

While less frequent checkpoints may improve performance in some cases, they may extend
the time required to recover after an unexpected shutdown. In addition, since checkpoints
are important in the recycling of repository space, less frequent checkpoints can mean more
demand on free space (extent space) in the repository.

Tuning Page Server Behavior

56

The page servers on the Stone’s node are threads within the Stone process that write dirty
pages from the shared page cache to disk, and add free frames to the free frame list so they
are available for use by Gems.

In addition to these threads in the Stone, there are standalone page server processes that
support configurations with remote shared page caches. Remote cache page servers and
remote Gem page servers handle the tasks of handling pages between the Stone’s node and
the remote shared page cache. These page servers will be described in

Chapter 5, “Connecting Distributed Systems”
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By default, the Stone starts one AIO page server thread per extent up to 4 extents, and the
same number of free frame page server threads.

AlO Page Server Threads

You may benefit from increasing the setting for STN_NUM_LOCAL_AIO_SERVERS in some
cases, to ensure that the pages are get written to disk and the frames made available again
to meet the demand for available free frames in the cache can be met.

» If you have a large number of extents, especially if they are on separate storage
devices.

» If the number of extents is small but the extents are very large and on fast storage
(SSD or striped across multiple drives); in this case, it is recommended to have 2 to 4
threads per extent.

Free Frame Page Server Threads

A Gem can get free frames either from the free list, or, if sufficient free frames have not been
added to the list, by scanning the shared page cache for a free frame. Scanning has a serious
performance impact.

The GEM_FREE_FRAME_LIMIT configuration option determines the point at which the Gem
determines to scan for frames.

To offload the work of adding frames back to the free list, the free frame page server
threads are dedicated to adding frames back to the free list. By default, the same number
of threads as the AIO page server are started; the number of free frame page server threads
should not be less than the number of AIO page server threads, to ensure the distribution
of free pages and used pages remains balanced over the extents.

In some cases, increasing the number of free frame page servers can improve overall
system performance. For example, if Gems are performing many operations requiring
writing pages to disk, the AIO page server threads may have to spend all their time writing
pages, never getting a chance to add free frames to the free list. Alternatively, if Gems are
performing operations that require only reading, the AIO page server threads will see no
dirty frames in the cache — the signal that prompts it to take action. In that case, it may sleep
for a second, even though free frames are present in the cache and need to be added to the
free list.

Process Free Frame Caches

There is a communication overhead involved in getting free frames from the free frame list
for scanning. To optimize this, you can configure the Gems and their remote page servers
to add or remove multiple free frames from a free frame cache to the free frame list in a
single operation.

When using the free frame cache, the Gem or remote page server removes enough frames
from the free list to refill the cache in a single operation. When adding frames to the free
list, the process does not add them until the cache is full.

You can control the size of the Gem and remote page server free frame caches by setting
the configuration parameters GEM_FREE_FRAME_CACHE _SIZE (page 337) and
GEM_PGSVR_FREE_FRAME_CACHE_SIZE (page 340), respectively.

The default behavior depends on the size of the shared page cache; if the shared page cache
is 100MB or larger, a page server free frame cache size of 10 is used, so ten free frames are
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acquired in one operation when the cache is empty. For shared page cache sizes less than
100MB, the Gem or remote page server acquires the frames one at a time.

Running Cache Warming

When the repository is first started up, neither the object table nor any of the objects in the
extents are loaded into memory. Initial accesses require reading a number of pages from
disk containing the object table, and then reading the data pages that contain the objects.

This cost in a freshly restarted repository can be avoided by warming the cache —loading
the object table, and optionally data pages containing the objects, into the cache. This
allows the cost of loading pages into the cache to be done at startup time, rather than in the
course of end-user application queries.

Cache warming is done using the startcachewarmer utility. This utility can be run
manually, but since it is most useful immediately after startup, you normally configure
your system to run this automatically as part of startup. Cache warming may take some
minutes to complete, depending on the number of pages and disk performance; you can
execute startstone and waitstone with arguments so they wait for cache warming to
complete.

Configure what is loaded into the cache

The decision on what to load into the cache depends on the size of your shared page cache,
relative to the size of your repository.

» If your shared page cache is very large and sufficiently large to hold all objects in the
entire repository, you may wish to load all data pages into the cache. This is done
using the -d argument.

» If your shared page cache is small relative to the repository size, and if the set of data
pages that are used is highly variable, you may wish to load only the object table into
the shared cache, and allow data pages to be loaded as needed. Ensure that the
working set file /opt/gemstone/locks/ <stoneName> <hostid>workingSet.1lz4
does not exist, and do not use either the -d or -D argument.

» When the entire repository does not fit into the cache, and there is a subset of data that
is frequently used, and will predictably be needed after a Stone restart, you can
configure the shared page cache monitor to write out a compressed set of pagelds of
data pages that are in the cache. The cache warmer looks for this file and
automatically loads these data pages. When the -w option was specified on cache
warming before the previous Stone shutdown, the pages in the shared page cache
after restart match what was in the cache on Stone shutdown.

The -w <interval> enables writing the working set file to disk, at the specified interval,
to the file
/opt/gemstone/locks/ <stoneName> <hostid>workingSet .1z4

When the working set file exists, it is automatically used to load pages. Only pages that
are valid are loaded, so there is no requirement to keep the file strictly in sync with the
repository.

The full set of options for cache warming are described under startcachewarmer on
page 407.

58 GemTalk Systems



GemStone/S 64 Bit 3.7 System Administration Guide Tuning Server Performance

Configure when warming is run

To perform cache warming automatically every time the repository starts up, use the
configuration parameters:

» STN_CACHE_WARMER_ARGS (page 355) to warm the Stone’s shared page cache

» GEM_CACHE_WARMER_ARGS (page 335) and
GEM_CACHE_WARMER_MID_CACHE_ARGS (page 336) to warm shared page caches
that are started by Gems.

These parameters take a string containing the specific arguments to the startcachewarmer
utility. Not all arguments make sense in the context of the configuration parameter; for
example, you never need to provide the stone name or configuration file paths.

For example, to configure cache warming to write the working set out once a day and on

stone shutdown, and to use four sessions to perform the warming, use the following;:
STN_CACHE _WARMER _ARGS = "-w 1440 -n 4" ;

You may manually execute the startcachewarmer utility on the command line at any time,

but it is most useful immediately after startup of the page cache to be warmed. Cache

warming will only load pages until the cache is full.
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Chapter

3 Configuring Gem
Session Processes

This chapter tells how to configure the GemStone/S 64 Bit session processes for your
application. For additional information about running session processes on a node remote
from the Stone repository monitor, refer also to Chapter 5.

Overview (page 61)
An overview of Gem sessions.

Configure the Gem Host (page 63)
Configuring the Gem within the GemStone network.

Set the Gem Configuration Options (page 65)
Configuration options for the Gem itself.

How To Access the Configuration at Run Time (page 66)
Adjustments that can be made to the Gem settings while the Gem is logged in.

3.1 Overview
As shown in Figure 3.1, a GemStone session involves the following components in a client-
server relationship:
» The user’s client Application

» The Gem, which acts as a server for a particular application. The Gem can be a
separate session process, or linked to the client application.

» The Stone repository monitor, and other server processes.

» The shared page cache (shared memory segment), and the shared page cache monitor
process.

» The repository extent files

GemTalk Systems 61



Overview GemStone/S 64 Bit 3.7 System Administration Guide

Figure 3.1 GemStone Session Elements
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From the point of view of the application, the Gem is the object server; it provides the bulk
of the repository capabilities:

» It logs in to the repository with the Stone, and it obtains object locks, free object
identifiers, and free pages from the Stone.

» It presents the application with a consistent snapshot view of the repository during a
transaction, and tracks which objects the application accesses.

» It executes Smalltalk methods within the repository.

» It reads the repository as the application accesses objects, and (with the help of the
AIO page server) it updates the repository when the application successfully commits
a transaction.

Linked and RPC Applications

The Gem session process can be run as a separate process (the RPC Gem in Figure 3.1) or
integrated with the application into a single process, in which case the application is called
a linked application (the Linked Gem in Figure 3.1).

When the Gem runs as a separate process, it responds to Remote Procedure Calls (RPCs)
from the application; this is called an RPC application. Applications that use a separate
Gem process start that process automatically (from the user’s viewpoint) while logging in
to the repository.

Either type of application can be used on a single node or across a network.

An application can have only one linked login, since only one Gem can be integrated with
the process. Any application may have multiple RPC logins, or one linked and multiple
RPC logins.

GemStone provides both linked and RPC versions of topaz for repository administration,
and shared client libraries that allow linked and RPC. The linked version allows both
linked and RPC logins, but the RPC version allows only RPC logins.

C programmers should always use an RPC version during development and debugging to
protect Gem data structures from possible corruption.
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Note on terminology

The term “Gem” is used to refer to both the linked and RPC sessions, although only one of
these is a separate OS process. Both normally represent a logged in session in GemStone,
and from the Stone’s point of view, there is little difference.

The term “session” is also sometimes used interchangeably with “Gem”. However, multi-
threaded operations such as for backup and garbage collection may allow multiple threads
within a Gem process to log in individual sessions.

The Session Configuration File

At start-up time, each Gem session process looks for a configuration file, which by default
is the same system-wide configuration file used by the repository monitor when it starts.
However, there are three important differences:

» Session configuration details are optional. If no configuration file is found, the session
process uses system defaults.

» All session processes read those configuration options that begin with “GEM_" and
the few that are used by both Stones and Gems (such as DUMP_OPTIONS and
LOG_WARNINGS) . Other settings that the Gem needs are obtained from the Stone
and are the same for all sessions logged in to that Stone.

» When a Gem is started on a remote node (i.e., a node other than the node on which
the Stone and extents are), and there is not already a shared page cache on that node,
then the configuration options (SHR_) will determine the configuration of the remote
cache.

Different applications and utilities that use the same repository may need different Gem
configurations. For example, batch file processes may requires a much larger amount of
temporary object memory. Appendix A, “GemStone Configuration Options” describes
how to specify an alternate configuration file and how to use supplementary files to adjust
the system-wide configuration for a specific session process. These settings may also be
passed as arguments to the Gem or to Topaz.

3.2 Configure the Gem Host

In addition to configuring the Gem itself, you must determine where the Gem will be
running, and ensure that any other required processes are configured correctly.

Local vs. Remote

The first step in establishing the Gem Session configuration is determining where your
Gems will be running.

Local

If you intend the Gem processes or linked applications to run on the same machine as the
Stone, this node needs to have sufficient resources above what is needed for the server
itself.

Each Gem you plan on running requires memory as described under “Gem Memory
Requirements” on page 64.
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Remote

When one or more Gems will be remote (that is, running on a different node than the Stone)
you will need to set the configuration that will be used on the remote node. Each remote
node must be setup to run the required GemStone processes.

On a remote node, the first Gem to login will initiate the startup of the remote shared page
cache, and this Gem’s configuration will be used to configure the remote shared page
cache.

In addition to the memory required for each Gem, as described under “Gem Memory
Requirements” on page 64, you must have sufficient resources to run a remote shared page
cache, cache monitor process, and other server processes. See “Server Components” on
page 37 to review these requirements.

Gem Memory Requirements

The amount of memory required by a Gem session is dependent on how it is configured,
as determined by the system requirements. To avoid out-of-memory conditions, Gems
must be configured with an adequate temporary object cache. The default of 50MB is
suitable for light use; it is likely that particular operations in an application will require
more, possibly much more.

With the 50 MB default Gem’s temporary object cache, the first Gem session process or
linked application on a node ordinarily requires about 80 MB of memory, of which 5 MB is
for code that can be shared by other session processes. Each additional session process
requires about 65 MB.

If you tune the cache size for Gems, add any increase to the amount given here.

More details are provided in “Configure Temporary Object Space” on page 65, and
Chapter 14, “Managing Gem Memory”, starting on page 281.

Additional Configuration for Remote Gems

The configuration file used by Gem sessions will also be used, on remote nodes, to
configure the associated remote shared page cache monitor.

The Stone always creates a shared page cache monitor and cache on its own node, based
on parameters in the Stone’s configuration file. This cache is always used by Gems that run
on this node.

On other nodes, when the first Gem session process logs in, if there is not already a shared
page cache running on that remote node, a remote cache is started. Parameters specified
for the first Gem that logs in determine the size of the cache and the number of processes
that can attach to it (SHR_PAGE_CACHE_SIZE_KB and SHR_PAGE_CACHE_NUM_PROCS,
respectively). These configuration parameter settings usually come from the Gem’s
configuration file, but may also be specified by Topaz arguments or arguments with the
Gem’s NRS.

All subsequent sessions that log in from that remote node will use the same cache.
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3.3 Set the Gem Configuration Options

There are a number of configuration options for Gem session processes.

Configure Temporary Object Space

Gems use temporary object memory for a number of purposes, described in detail in
Chapter 14. The upper limit on this memory is configured by the
GEM_TEMPOBJ_CACHE_SIZE configuration option. It is important to provide sufficient
temporary object space. If temporary object memory is exhausted, the Gem can encounter
an out-of-memory condition and terminate.

The default of 50000 (50 MB) should be adequate for normal user sessions. For sessions that
place a high demand on the temporary object cache, modifying large numbers of objects or
working with large collections, a large value will be needed.

The configured value must be large enough to accommodate the memory needs of any
Gem using that configuration. The amount of temporary object memory required may be
different for different application Gems, depending on the specific tasks of the Gem; you
may wish to set up special configuration files for application sessions that have a
particularly high demand on memory.

The full amount of GEM_TEMPOBJ_CACHE_SIZE is not allocated on Gem login, but it is
reserved and will impact memory usage per user.

The configured size of the shared page cache on the Gem’s node, plus temporary object
memory size should not be greater than the amount of memory available on the machine
on which the Gem will be running, allowing for overhead for the operating system and
other GemStone requirements.

You will probably need to experiment somewhat before you determine the optimum size
of the temporary object space.

Memory management is discussed in greater detail in Chapter 14, “Managing Gem
Memory”, starting on page 281.

Configure SSL for remote Gem sessions

During the RPC login process, a Secure Socket Layer (SSL) socket is used to establish the
login. After that, for gem processes on the same node as their client application,
communication reverts to a normal socket connection. For Gem processes that are running
on a different node than their client, communication continues to use SSL.

This results in a slightly slower connection, due to the overhead of encrypting and
decrypting data. To configure the gem to use normal socket communication for remote
connections on secure networks, set the GEM_RPC_USE_SSL configuration option to false
and ensure that STN_ANONYMOUS_SSL is false.

Gems that have logged in with X509-Secured GemStone always use SSL.

Native Code

By default, generation of native code for Smalltalk methods is enabled. This is configured
using GEM_NATIVE_CODE_ENABLED configuration option. When native code is disabled,
execution is interpreted; behavior will be identical but somewhat slower.
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Native code generation can be disabled using the runtime parameter
#GemNativeCodeEnabled, but it cannot then be re-enabled for that session’s lifetime.

If any breakpoints are set in any methods, native code is disabled. Native code is re-
enabled when all breakpoints have been removed.

To determine if native code is in use by the currently executing session, execute:
GsProcess usingNativeCode
Under some configurations on x86, in particular on the Macintosh, the 32-bit offset limit

may be exceeded in some cases with a very large temporary object cache. If this occurs,
native code is disabled.

Note that the Foreign Function Interface (FFI) feature has additional limitations when
native code is disabled. FFI is discussed in the Programming Guide for GemStone/S 64 Bit.

3.4 How To Access the Configuration at Run Time

GembStone provides several methods in class System that let you examine, and in certain
cases modify, the session configuration parameters at run time.

To Access Current Settings at Run Time

System class methods let you examine the configuration of your current Gem session
process. There are three access methods for session processes:

gemConfigurationReport
Returns a SymbolDictionary whose keys are the names of configuration file
parameters, and whose values are the current settings of those parameters in the
current session’s Gem process.

gemConfigurationAt: aName
Returns the value of the specified configuration parameter from the current session, or
returns nil if that parameter is not applicable to a session process.

configurationAt: aName
Returns the value of the specified configuration parameter, giving preference to the
current session process if the parameter applies to a Gem.

To Change Settings at Run Time

The class method System class >>configurationAt: aName put: aValue lets you
change the value of the internal run-time parameters in Table 3.1, provided you have the
appropriate privileges.
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Parameters read from the configuration file at process startup are in all uppercase, and are
read-only. Parameters that can be changed at runtime have similar, but not necessarily
identical, names that are in mixed case without underscores.

CAUTION

Do not change configuration parameters unless there is a clear reason for doing
so. Incorrect settings can have serious adverse effects on GemStone performance.

Table 3.1 Session Configuration Parameters Changeable at Run Time

Configuration File Option

Internal Parameter

GEM_ABORT_MAX_CRS

#GemAbortMaxCrs

(none) #GemCommitConflictDetails

(none) #GemCommitStubsForNpObjects
(none) #GemConvertArrayBuilder

(none) #GemDropCommittedExportedObjs
(none) #GemExceptionSignalCapturesStack
GEM_FREE_FRAME_LIMIT #GemFreeFrameLimit
GEM_FREE_PAGEIDS_CACHE #GemFreePageldsCache
GEM_HALT_ON_ERROR #GemHaltOnError
GEM_KEEP_MIN_SOFTREFS #GemKeepMinSoftRefs
GEM_KEYRING_DIRS #GemKeyRingDirs

GEM_NATIVE_CODE_ENABLED

#GemNativeCodeEnabled
(can only be disabled at runtime)

GEM_PGSVR_COMPRESS_PAGE_TRANSFERS

#GemPgsvrCompressPageTransfers

GEM_PGSVR_UPDATE_CACHE_ON_READ

#GemPgsvrUpdateCacheOnRead

GEM_READ_AUTH_ERR_STUBS

#GemRead AuthErrStubs

GEM_REPOSITORY_IN_MEMORY

#GemRepositoryInMemory

GEM_TEMPOBJ_AGGRESSIVE_STUBBING

#GemSoftRefCleanupPercentMem

GEM_TEMPOB]_POMGEN_PRUNE_ON_VOTE

#GemPomGenPruneOnVote

GEM_TEMPOB]_CONSECUTIVE_MARKSWEEP_LI
MIT

#GemTempObjConsecutiveMarksweepL
imit

GEM_TEMPOBJ_OOMSTATS_CSV

#GemTempObjOomstatsCsv

GEM_TEMPOB]_POMGEN_SCAVENGE_INTERVAL

#GemTempObjPomgenScavengelnterval

The following example changes the value of the configuration option

#GemFreeFrameLimit:
topaz 1> printit
System configurationAt:
%
4000
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For more information about the parameters that can be changed at run time, see
Appendix A, “GemStone Configuration Options”.
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Chapter

a4 NetLDI and Interprocess
Access

This chapter describes how to setup GemStone users, file permissions, and interprocess
connections to ensure users have access while protecting files from unauthorized access.
This chapter describes OS-level access security; GemStone login security is described in
Chapter 6.

Overview (page 69)
an introduction to the GemStone processes and network objects that facilitate
distributed GemStone systems.

The NetLDI (page 71)
explains GemStone’s Network Long Distance Information process, and how it works
within the system.

NetLDI configuration (page 73)
describes the options for configuring the NetLDI.

File Permissions (page 78)
the permissions for executable and data files work with the NetLDI modes to allow
secure access for authorized users.

Linked Gem Sessions (page 81)
managing access for linked sessions that do not use the NetLDL

4.1 Overview

As a multiuser system, GemStone must allow applications running under different UNIX
userlds to log in and perform work, while ensuring that the disk files and other resources
are protected against unauthorized access or modification, inadvertent as well as
intentional. There are a number of ways to configure process ownership and disk file access
depending on your security requirements.

At the simplest level, with a single UNIX user on a single private node, nothing else is
needed after installation. Configuring secure file and process access becomes important
when you have multiple users, on a shared system, with critical or sensitive data.
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In addition to OS-level process and file access, users must also authenticate with GemStone
as described in Chapter 6, and object-level permissions provide additional data security as
described in the Programming Guide. This chapter is concerned with configuring the
processes and files that make up a GemStone installation.

The topics that must be considered include:
B How you will configure the NetLDIL

This may involve both the ownership and file permissions for the NetLDI executable,
and the options that are specified when starting up the NetLDI.

B If user logins should also be required to provide the UNIX username and password
(in addition to the GemStone UserProfile’s name and password).

B The ownership, groups, and permissions for the extent files.

B The ownership and permissions for the other executables, such as the Stone and Page
Servers.

B The permissions for the Shared Page Cache.

Administrative user account

Unless you are on a single-user system, or a system with no security concerns, it is
recommended to create an administrative UNIX user account to install GemStone and run
shared processes. This chapter assumes that you have defined such a user, and in the
examples this user is gsadmin. The actual administrative userld you create is up to you.

The examples also use gsgroup to specify a UNIX group, that includes all UNIX users that
will use GemStone.

Login Parameters and Gem process

70

When logging in to GemStone, client applications provide a number of login parameters:
» Stone name, and other details to specify the Stone.
» GemStone username and password

» Host username and password, if a host process needs to be started to support the
login

» Gem script name (gemnetobject), and other specifications for the Gem.

Linked logins are the simplest, since a separate Gem process does not need to be started,
so for example, the host username and password are not needed. Logins using X509-
secured GemStone do not need a Stone name or GemStone username or password, since
this information is provided by the certificate files.

For example, for a Topaz RPC login, these parameters may be used:

topaz> set gemstone nodeName

topaz> set hostusername hostUserName

topaz> set hostpassword hostPwd

topaz> set gemnetid !#netldi:netldiName!gemnetobject

During an RPC login, an initial request goes to the NetLDI with instructions to spawn the
Gem process. The host username is used, along with the NetLDI configuration, to
determine how to set the owner of the forked Gem process. The owner of the Gem process
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is important since the Gem needs to be able to open the extent files, and attach to the shared
page cache, operations which should not be available to unauthorized users.

You can avoid specifying the host username and password for each login by configuring
the system to run without host authentication (i.e. in guest mode), or by using Kerberos.
While in some cases using a .netrc may work, the .netrc is inherently insecure and is
not supported.

Remote logins, in which the Gem is on a different node than the Stone, require additional
setup on the remote node; this is described in Chapter 5. X509-secured logins have a
number of additional requirements and the specifics of login are described in the
GemStone/S 64 Bit X509-Secured GemStone System Administration Guide.

4.2 The NetLDI

GemStone NetLDIs (Network Long Distance Information) are responsible for spawning
processes and providing information about GemStone processes on a given node. They are
a key element connecting a distributed system together, and as such, require care to ensure
that their services are available to all authorized users, but secure against unauthorized
use.

In a distributed system, each node where the Stone or an RPC Gem runs, including mid-
level cache nodes, must have its own NetLDI process running. NetLDIs are also required
on to support some remote utilities such as gslist.

The NetLDI can also be started with arguments that allow it to be used within an X509-
secured GemStone configuration. While some configuration, such port numbers and
names, are in common, the details of using a NetLDI within an X509-secured GemStone
configuration is not included here; this material is in the GemStone/S 64 Bit X509-Secured
GemStone System Administration Guide.

You start a NetLDI by invoking the startnetldi command (described on page 413). The
NetLD], in turn, starts Gem and other processes on demand.

NetLDI Ports and Names

The NetLDlI listens for all requests on a single, fixed TCP/IP port, selected either by
querying the OS using getservbyname (), a port provided by the startnetldi -P
argument, or by randomly selecting an available unreserved port.

Client applications can then access the NetLDI either by name (either specifying the name,
or relying on the default NetLDI name) or by using the port number directly.

NetLDI access by name

During the installation process, you are instructed on configuring your system to allow
NetLDlIs to be accessed by name. This involves adding the NetLDI name to the network
services database (which can be the /etc/services file), and assigning a port number.
The default name of the NetLDI process is gs641di. You may define your own NetLDI
name instead, or in addition to gs641di, and include multiple NetLDI names with
different reserved ports.
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Your login parameters and command line access can then specify the NetLDI by name, for
example:

unix[oboe]> startnetldi mynetldi
topaz> set gemstone !@oboe#fnetldi:mynetldi!devstone

To access NetLDIs by name, either gs641di or your own name, the same name and port
must be defined on every node, including nodes that do not need to run NetLDI; for
example, client applications on Windows. This allows client nodes to reference a NetLDI
by name during login.

NetLDI access by port

To avoid the need to update the network services database, you can instead access NetLDlIs
by port.

If startnetldi uses the -P option to specify a port, or uses a number in the port range (1024
to 65535) instead of a name, then this will be used as the listening port, provided it is not
already in use.

If a port is not specified by mapping from a name in the services database, nor by the -P
option, nor by a numeric name, then the NetLDI will select a port at random. This port
number can be used in login parameters, but since every time the NetLDl is restarted it will
select a new port number, and so requiring updated login parameters, this is impractical in
most cases. You can determine the NetLDI's port in this case by looking at the results of
gslist -1.

These examples show several ways you could start the NetLDI, then use the port number
in the login parameters. The differences between the startnetldi commands is in what
name is assigned, which (if not also added to the services database), does not affect the
login parameters.

unix[oboe]> startnetldi 10382
unix[oboe]> startnetldi -P 10382
unix[oboe]> startnetldi -P 10382 mynetldi

topaz> set gemstone !@oboe#netldi:10382!devstone

Simplified access using GEMSTONE_NRS_ALL
The GEMSTONE_NRS_ALL environment variable provides a convenient way to set a
default name or port number to access the NetLDI.

By setting this environment variable across nodes and users, access to the NetLDI from
commands such as startnetldi and stopnetldi, and the parameters for login requests, will
automatically use the correct NetLDIL
For example:

0s$S GEMSTONE_NRS_ALL=#netldi:mynetldi

os$ export GEMSTONE_NRS_ALL

For more information about GEMSTONE_NRS_ALL, see Appendix C, “Network Resource
Strings (NRS)”.
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4.3 NetLDI configuration

When determining the way you will configure the NetLD], there are two decisions that
need to be made: which UNIX userld will own the processes that the NetLDI forks, and
what categories of requests require authentication. Each of these has several options, and
the answers to the questions can combine in several ways.

There are two usual solutions:

» Authentication, with the NetLDI running as root; so Gem processes are running as
the individual UNIX user who logged in.

» No authentication, with Captive Account; so all Gem processes are running as the
single administrative UNIX user.

Both of these solutions provide multi-user access and appropriate security. The details of
how to set up these solutions are described later, under “Setting up the NetLDI
Configuration” on page 76.

The next sections go into more detail on the decisions that need to be made before you can
select the right configuration.

Configuration Decisions

NetLDI behavior: who will own spawned processes?

During an RPC login, the client application passes along GemStone login parameters,
including the name of the stone, the GemStone userld, and so on. These are sent to the
NetLDI to perform the steps of the login.

These login parameters include fields for the host Userld, and the host password. If the
host userld is left empty, the UNIX userld of the client application is used.

When the NetLDI receives the request, as part of login it forks a Gem process. The NetLDI
configuration determines whether the owner of the Gem process will be the Userld that is
provided with the login parameters, or an administrative user.

The owner of the Gem process is important since the Gem needs to be able to open the
extent files, and attach to the shared page cache. While it is more intuitive to have Gem
processes owned by individual userlds, that requires that each of these individual userlds
have write permission to on the extent files, usually by being part of a group that has
access.

The NetLDI modes are:

Default mode

In default mode, an ordinary user such as the administrative user, starts and owns the
NetLDI process. Regardless of authentication level, all logins must provide the UNIX
userld and password of the account that started the NetLD], since a non-root user
cannot fork processes that belong to another user.

This is generally suitable only for single-user systems or systems in which no
additional UNIX-level authentication is required, since anyone that can login has
sufficient information to access all parts of the GemStone installation.
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Root mode

In Root mode, the NetLDI process is owned by the root user. This allows individual
spawned processes to be owned by individual userlds; since root user can fork
processes that will be owned by any user.

To setup root mode, the owner of the netldid process is changed to root, and the setuid
bit is set. The NetLDI can be started by any user with access permission to the
executable, and the NetLDI will run with an effective Userld of root.

Either secure or default authentication is required when the NetLDI is running in root
mode. Guest authentication mode is disallowed in this mode.

Captive account

In captive account mode, all forked Gem processes are owned by a specific
administrative user Id.

To specify captive account, pass the name of the designated account as an argument
when starting the NetLDI, using the -a argument.

While technically it is possible to run the NetLDI as root and also startup in captive
account, this provides no new capabilities so is not normally done.

Captive account is designed to be used with Guest mode, as described in the next
section.

The effect of captive account mode is much like setuid method, but it only affects
ownership of processes started by the NetLDI, not linked applications invoked directly
by the user.

A disadvantage for some applications is that the Gem session process will perform all
I/0O as that account, not as the account running the application; including file
operations and System class >> performOnServer:.

Also, captive account mode affects all services started by the NetLD], including any ad
hoc processes, which are processes started from the user’s home directory. (The
NetLDI looks in the user’s home directory if it cannot find a service listed in
SGEMSTONE/sys/services.dat.) If you prefer, you can prohibit such ad hoc
services by specifying the -n option when starting the NetLDI.

Linked sessions

Linked sessions do not use a separate Gem Session; the Gem is integrated into the client
process. The owner of the client application process therefore needs to have the
appropriate access.

For consistency with RPC sessions started by the NetLD], If you are running with
captive account, this means using ownership and the setuid bit for the client
application executables, to ensure client applications run as the administrative user.

Authentication: which requests need to be authenticated?

The Netldi can be configured to require authentication for all requests, for only process
fork requests, or to not require authentication for any requests. Process fork requests
include forking new Gems to support login; other kinds of requests includes information,
such as Stone name and gslist results.

The authentication modes are:
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Secure mode

In secure mode, all accesses, including requests for information such as waitstone and
gslist, as well as process forks such as logins, require authentication. In secure mode,
authentication is needed before a Gem or Stone can start a page server to access an
extent or shared page cache on another node.

This mode is configured by the -s argument when starting the NetLDI.

In this mode, PAM (Pluggable Authentication Modules) is used to access user
authentication, though the actual means of authentication, such as LDAP, depends on
how your system administrators have configured your UNIX installation.

In this mode, all requests to the NetLDI must include HostUserld and HostPassword.

Fork mode

In fork mode, which is the default, only process forks require authentication. Anyone
can make informational requests such as gslist. This is the default mode if another
authentication mode is not specified.

This mode also requires PAM.

In this mode, GemStone login parameters must include HostUserld and HostPassword.

Secure or Fork mode plus Kerberos

In either Secure or Fork mode, the authentication can be done using Kerberos to bypass
the need to enter the HostUserld and HostPassword.

For authentication to succeed, there must be a currently valid ticket (TGT) associated
with a principle for the UNIX user id that the NetLDI is authenticating as.
Guest mode

In guest mode, no host authentication is required (GemStone login still requires
authentication, of course). PAM is not needed. If userlds other than the user that starts
the NetLDI will be logging in, this is used in combination with captive account.

This is configured by the -g argument when starting the NetLDI. You do not need to
include HostUserld/ HostPassword; if the HostUserld is included, it will be used when
determining ownership of the Gem process.
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Table 4.1 shows how guest mode and captive account mode combinations affect NetLDI

operation.

Table 4.1 NetLDI Guest and Captive Account Restrictions

Host Owner of
startnetldi | passwords Spawned Owner of Which Accounts Can
Options Required Processes NetLDI Process Start Processes
(none) Yes Owner of the Ordinary user Only the owner of the
NetLDI NetLDI
Root Any user
-kkeytab No Owner of the Ordinary user Only the owner of the
NetLDI NetLDI
Root Any user
-aaName Yes Account aName | Ordinary user Only aName
(captive (must start the | (aName)
account) NetLDI) Root Any user
-g No Owner of the Ordinary user Only the owner of the
(guest NetLDI NetLDI
mode) Root —not
allowed
-aaName -g | No Account aName | Ordinary user Any user
(guest mode (must start the | (aName)
with captive NetLDI) Root —not
account) allowed

Setting up the NetLDI Configuration

As described in the previous sections, there are two common combinations of features that
configure the NetLDI for secure multi-user accessibility.

1. Setting up NetLDI as root with Authentication
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To run the NetLDI with an effective Userld of root, you can change the ownership of the
NetLDI executable, and set the S bit (setuid). This allows any user with execute permissions
to start the NetLDI and let that NetLDI run as root.

If you are logged in as root when you run the GemStone installation program, it offers to
set the ownership and permissions for the NetLDI. To set them manually, do the following
as root:

os$ cd SGEMSTONE/sys

0s$ chown root netldid

os$ chmod u+s netldid
The resulting file permissions and ownership for the NetLDI executable should look
similar to this:

-r-sr-xr-x 1 root gsgroup 2007036 Jul 7 11:29 netldid
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In this mode, PAM (Pluggable Authentication Modules) is used to authenticate, and the
system should either configure a service with the name gemstone .net1di, or ensure that
the default PAM authentication will allow logins. The actual means of authentication, such
as LDAP, depends on how your system administrators have configured your UNIX
installation.

Starting the NetLDI

When you start the NetLDI, you may choose to authenticate all requests by including the
-s argument to startnetldi, or omit that argument and only authenticate requests for
process forks. Using the -g for guest mode is not allowed with the NetLDI running as root.

Login parameters

Your application’s login interface will generally let you specify a UNIX login name and
password for the node on which you will be running an RPC Gem session process. For
example, Topaz lets you set these values:

topaz> set hostusername HostUserName
topaz> set hostpassword HostPwd

GemBuilder for Smalltalk (GBS) provides similar fields in its login dialog, as does
GsExternalSession, and other interfaces provide ways to enter this information.

NOTE
Authentication is always done using the “real” user id, not the effective user id as
set by the S bit on GemStone executables.

These fields are used to compose instructions in NRS syntax to be sent to the NetLDI. For
example, if you set the Topaz login parameters HostUserName and HostPwd, the application
puts them in an NRS like the following;:

' 1 @Server#auth : HostUserName@HostPwd ! gemnetobject'

Although it is less convenient for ordinary use, this can be done manually, by entering the
authorization modifier directly using the Topaz GemNetld parameter. For example:

topaz> set gemnetid !@Server#auth:HostUserName@HostPwd!gemnetobject

When NRS is used to login using GsExternalSession, you can compose the NRS
programmatically using the kernel class GsNetworkResourceString. See the Programming
Guide for more on External Sessions, and the classes in the image.

Using Kerberos authentication

The NetLDI can be configured to use Kerberos for authentication for the
hostUserld / hostPassword.

To configure Kerberos authentication for NetLDI:
» startnetldi must be executed with the -k option pointing to the Kerberos keytab file.
» The GemStone login parameters must have an empty hostPassword field.

» There must be a currently valid ticket (TGT) associated with a principle for the UNIX
user id that the NetLDI is authenticating as.

The -k option cannot be used with guest mode; no authentication is done in guest mode.
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2. Setting up NetLDI in Guest Mode with Captive Account

To configure guest mode with captive account, do the following

If you do not already have one, create an OS account to own the GemStone distribution tree
and serve as the captive account. This will be referred to as gsadmin.

1. Make gsadmin the owner of the distribution tree
2. Set the setuid bit for any linked GemStone executables that run on the server node.

3. Make the repository extents accessible only by gsadmin (mode 600). For
instructions, see “How To Set Up a Raw Partition” on page 50.

4. Make sure that gsadmin has execute permission for SGEMSTONE/sys/netl1did.

The setgid bit should NOT be set on thenet1did executable ; it should look
similar to this:

-r-xr-xr-x 1 gsadmin gsadmin 674488 Jul 7 11:29 netldid
Starting the netldi

Log in as the captive account (such as gsadmin).

Start the NetLDI using the arguments for guest mode and captive account. For instance:
osS$ startnetldi -g -a gsadmin

You may specify other startnetldi options.

Login

You do not need to specify the hostUserld and hostPassword parameters.

4.4 File Permissions
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The considerations in setting file permissions is the same as in configuring the NetLDI; to
protect the repository extents, while ensuring that authorized users can use the repository.

All reads and writes to the extents should be done through GemStone repository
executables: the executables that run the Stone, Page Servers, and Gems.

This does not include file copy backups of the GemStone extents, nor restore if that is
needed. These are OS level operations that also require protection.

For the tightest security, you can have the extents and executables owned by a single UNIX
account, using the setuid bit on the executable files, and making the extents writable only
by that account. This way, all processes started from any of the executables are owned by
a single user, and only that user can write the extent files.

While most processes that write files such as fileouts and programmatic backups will set
the ownership of the resulting file to the client user, this may not be possible for linked
sessions in client applications, if the client application does not distinguish between real
userld and effective userld.

If this is an issue, rather than using the administrative account, you can make the extents
writable by a particular UNIX group and have all users belong to that group. While this
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means all Gems are owned by the individual user accounts, there is the risk of inadvertent
damage or deletion of the extent files.

Using the Setuid Bit

When all extents and executables are owned and can only be written by a single UNIX
account, it provides the strongest security. By setting the setuid bit, the processes started
from that executable are owned by the owner you specify for the file.

Table 4.2 shows the recommended file settings. In this table, gsadmin and gsgroup can be
any ordinary UNIX account and group (do NOT use the root account for this purpose). The
person who starts the Stone must be logged in as gsadmin or have execute permission.

Table 4.2 Recommended File and Executable Permissions for the Server

Resource or Protection File File Process
Process Filename Mode Owner Group Runs As

Repository | (default) —rW------- gsadmin | gsgroup
extents data/extent*.dbf
Stone sys/stoned -r-sr-xr-x |gsadmin |gsgroup |gsadmin
AlOand Free | sys/pgsvrmain |-r-sr-xr-x |gsadmin |gsgroup |gsadmin
Frame Page
Servers
Gem sys/gem -r-sr-xr-x |gsadmin |gsgroup |gsadmin

Ownership and permissions for the net1did executable depend on the authentication
mode chosen, as described in section 4.3 on page 73.

If you are logged in as root when you run the GemStone installation program, it offers to
set file protections in the manner described in Table 4.2. To set them manually, do the
following as root:

os$ cd SGEMSTONE/sys

os$ chown gsadmin gem pgsvr pgsvrmain stoned
0s$S chmod u+s gem pgsvr pgsvrmain stoned
0s$S cd SGEMSTONE/data

os$ chown gsadmin extentO.dbf

0s$S chmod 600 extentO.dbf

You must take similar steps to provide access for repository linked clients, which is
described under “Linked Gem Sessions” on page 81.

Alternative: Use Group Write Permission

For sites that prefer not to use the setuid bit, the alternative is to make the extents writable
by a particular UNIX group and have all users belong to that group. That group must be
the primary group of the person who starts the Stone (that is, the one listed in
/etc/passwd). Do the following, where gsgroup is a group of your choice:

os$ cd SGEMSTONE/data

osS chmod 660 extentO.dbf

os$ chgrp gsgroup extentO.dbf
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Sites that run linked sessions may also prefer to use this protection so that fileouts and
other I/ O operations that do not read or write the repository will be done using the
individual user’s id instead of the single gsadmin account.

Shared Page Cache

The shared memory and semaphore resources used by GemStone are created and owned
by the user account under which the Stone repository monitor is running, and have the
same group membership.

Access for the shared page cache is set by the SHR_PAGE_CACHE_PERMISSIONS
configuration option; by default, it is read-write for the owner and read for the group (the
equivalent of file protection 640). You can inspect the cache ownership and permissions of
a running shared page cache using the ipcs command.

For a session to connect to the shared cache on login, the OS user account of the linked
application or Gem session process must be allowed to by the permissions set by
SHR_PAGE_CACHE_PERMISSIONS, by default, either be the same user account as that of the
Stone (such as the gsadmin account) or a user account that belongs to the same group as the
Stone. The same requirement applies to page server processes, which are discussed in
Chapter 5, “Connecting Distributed Systems”.

If the setuid bit is set on repository executables, the Stone process and shared page cache
will belong to the owner you specify for those files (such as gsadmin).

File Permissions for Other Files and Directories
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GemStone creates log files and other special files in several locations. In a multi-user
environment, the protection of these resources must be such that the appropriate file can
be created or updated in response to actions by several users.

/opt/gemstone/locks/
All users should be able to read files in the directory /opt/gemstone/locks/ on
each node (or an equivalent location, as discussed on page 30).

/opt/gemstone/log/
Users who will start a NetLDI process that does not explicitly specify a log directory
location require read, write and execute access to /opt/gemstone/log/.

system.conf
The user who owns the Stone process must have write permission to the configuration
file, since the Stone must be able to write as well as read its primary configuration file.
Writes are made if an extent is added while the Stone is running, so that subsequent
restart will be correct. By default, this file is SGEMSTONE/data/system.cont.

$HOME
GemStone by default creates log files for session processes, such as RPC Gems, in the
home directory of the user owning the Gem. This may be the owner of the Gem
executable, or the user specified for the NetLDI’s captive account.

An alternate location can be specified using NRS syntax. This NRS can be included in
the login parameters, or defined by GEMSTONE_NRS_ALL. See “Controlling log file
directory locations” on page 443.
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4.5 Linked Gem Sessions

GemStone supports both RPC logins, in which the Gem is a separate process from the client
application, and linked logins, in which the Gem is in the client application process.

The above discussions of executable permissions are focused on the issues with RPC
logins, which are facilitated by the NetLDI. For linked logins, however, the client
application, which could be topaz, client Smalltalk such as VisualWorks or VA /Smalltalk,
Pharo, GemBuilder for Java, a GCI Application, or something else, is also involved.

For linked applications on the server, we recommend you use the setuid bit on the
application’s executable file, and have the file owned by an administrative user, gsadmin.
This works well for linked topaz logins. The installgs script offers to set the file
ownership and permissions for you. To do it manually, do this (you may need to login or
sudo as root):

0s$ cd SGEMSTONE/bin

os$ chmod u+s topaz

os$ chown gsadmin topaz

GemStone’s topaz executable performs repository reads and writes as the effective user (the
account that owns the executable’s file), but performs other reads and writes as the real user
(the one who invoked it).

For linked applications that do not distinguish between real and effective user IDs, you
may prefer not to use the setuid bit. Linked applications that do not make this distinction
are likely to perform all I/O as the effective user, or gsadmin. In this case, it may be
preferable to remove the S bit on that executable and add group write permission to the
extents.
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Chapter

5 Connecting Distributed
Systems

This chapter tells how to set up GemStone/S 64 Bit in a distributed environment:

Overview (page 83)
An introduction to the GemStone processes and network objects that facilitate
distributed GemStone systems.

Configuring GemStone on Remote Nodes (page 88)
Examples for setting up typical distributed client-server configurations.

Troubleshooting Remote Logins (page 96)
What to do when there are problems with remote logins.

Note that GemStone also supports distributed configurations in which all connections are
initiated from the Stone and secured with X.509 certificates. The architectural details,
processes, login parameters, and sequence of operations is entirely different with X509-
secured GemStone, and are described in the GemStone/S 64 Bit X509-Secured GemStone
System Administration Guide

5.1 Overview

GembStone is designed to be highly efficient and easy to use in a networked environment
with many nodes. However, this requires additional steps by the system administrator so
that the server processes can be found and accessed, and so server processes can connect
to one another. Because processes are running on different nodes, the log files are spread
throughout the network, and troubleshooting may become more complicated.

Figure 5.1 and Figure 5.2 show two typical distributed configurations in which an
application on a remote node is logged in to a repository and Stone repository monitor
running on a server node.
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Distributed configuration with Local Gem

In Figure 5.1, an application communicates with a Gem session process on the server node
by way of RPC calls. This configuration lets the Gem execute Smalltalk code in the
repository without first bringing complex objects across the network. The Gem directly
accesses the shared page cache that was started by the Stone repository monitor. This
configuration is considered a “Local” Gem, since the Gem is local to the Stone.

Figure 5.1 Gem Session on Server Node

Remote Node Server Node
Application)”” .
Extents

o

Distributed configuration with Remote Gem

In Figure 5.2, the application and the Gem are linked in a single process that runs on the
remote node (i.e, not the Stone’s node). This configuration avoids the over